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FOREWORD 
Fulfilling basic human needs and assuring a self-sustainable recovery from environmental pollution 

and disasters in Asian Megacities has been a major challenge for several decades, and the situation 

still needs improvements. Along that line, Kyoto University has launched a new program of Global 

Center Of Excellence (GCOE) entitled “Global Center for Education and Research on Human Security 

Engineering for Asian Megacities” since 2008. The purpose of the GCOE program is to establish the 

discipline of “Urban Human Security Engineering” and to provide education for young researchers and 

high-level practitioners for human security in Asia. “Urban Human Security Engineering” is defined as a 

system of technology (techniques) for designing and managing cities that will enable the inhabitants to 

live under better public health conditions, and also be safeguarded against potential threats of 

large-scale disasters and environmental destructions. In establishment of the discipline, four existing 

fields, i.e. urban governance, urban infrastructure management, health risk management, and disaster 

risk management, are integrated into one. In addition, the scope of work of the GCOE program is to 

implement area-specific researches and educational activities. The program set up 7 overseas bases 

outside Japan and Asian Institute of Technology (AIT) in Bangkok is one of them.  

At AIT oversea base, a variety of collaborative researches related with infrastructure asset 

management, environment accounting systems for infrastructures, urban water resource management 

and food supply systems, transportation and logistics system have been conducted. The symposium 

entitled “2010 AIT-KU Joint Symposium on Human Security Engineering” is to share the research 

progresses, deepen the understandings on urban human security engineering and develop its policy 

and implementation. In addition, the symposium contributes to strengthen a broad range of human 

security network between ASEAN countries through the distinguished speakers who are invited from 

the countries.  

 

The symposium “2010 AIT-KU Joint Symposium on Human Security Engineering” is jointly organized 

by Graduate School of Engineering, Kyoto University, Japan and Asian Institute of Technology, 

Thailand. In addition, the symposium also gets great encouragement and support of the Global COE 

program “Global Center for Education and Research on Human Security Engineering”, Kyoto 

University, Japan.  

 

We are grateful to individuals and organizations for their helps and supports during the preparation and 

hosting the symposium. It is not possible to mention all of them, but their helps are very much 

appreciated. Specifically, we are grateful to the keynote speaker, authors, participants, the seminar’s 

advisory board, organizing committee, program committee and the following organizations: 
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 Graduate School of Engineering, Kyoto University, Japan 

 Graduate School of Global Environmental Studies, Kyoto University, Japan 

 Asian Institute of Technology 

 Department of Highways, Thailand 

We are also grateful to Dr.Mamoru Yoshida of Kyoto University and Mr.Taweephong of Asian Institute 

of Technology for their secretarial duties for the symposium. 

 

 

 

Editors: 
 

Professor Dr. Hiroyasu Ohtsu 

Department of Urban Management, Graduate School of Engineering, Graduate School of 

Management, Kyoto University, Japan 

 

Associate Professor Dr. Noppadol Phienwej 

Geotechnical and Geoenvironmental Engineering, Asian Institute of Technology, Thailand 

 

 

 

 

 

 

 

 

 

 

 

 IV



Table of Contents 
Participatory Approach to Community Based Water Supply System 1-10 

 Kakuya MATSUSHIMA, Kiyoshi KOBAYASHI, Kenshiro OGI,  

 Ismu Rini Dwi ARI, Hayeong JEONG 

 

Spatial Strategy in Improving Access to Water Supply in Urban Areas 11-19 

 Sri MARYATI, Pradono 

 

Disclosure Strategy for Critical Infrastructure under Terror Risks 20-27 

  Mamoru YOSHIDA, Kiyoshi KOBAYASHI 

 

Drive-by Bridge Monitoring for Short Span Bridges 28-35 

 Chul-Woo KIM, Kunitomo SUGIURA 

 

Assessment of Steel Flyover Bridges in Bangkok         36-42  

 Tospol PINKAEW, Akhrawat LENWARI, Teerapong SENJUNTICHAI,  

 Taksin THEPCHATRI, Ekasit LIMSUWAN  

 

Optimization of Vehicle Routing and Scheduling Problem with Time Window Constraints  43-51 

in Hazardous Material Transportation 

 Rojee PRADHANANGA, Eiichi TANIGUCHI, Tadashi YAMADA 

 

Driver Typology and Speeding Behavior in Speed Enforcement Zone 52-58 

 Sumethee SONTIKUL, Kunnawee KANITPONG 

 

Conflict Analysis for Traffic Flow Dominated By Motorcycles Based on Video Image Data 59-65 

 Yasuhiro SHIOMI, Teruaki HANAMORI, Nobuhiro UNO  

 

Geotechnical Infrastructure Asset Management -Field Monitoring in Nakhon Nayok, Thailand- 66-75 

 Hiroyasu OHTSU  

 

2010 Flood and Landslide Events in Southern Thailand 76 

 Noppadol Phienwej 

 

 

 

 V



2010 Manmade-Landslides in Thailand 77-80 

 Suttisak S. 

  

Estimation of the Deep Underground Structure and Physical Properties from  81-86 

Geophysical Surveys for a Spent Fuel Interim Storage Facility 

 Yasushi Okajima, Keiji Mizukami, Dai Nobuoka, Takeshi Iwamoto 

 

Estimation of Relative Permeability of Single Fracture by  87-94 

Using Multi-phase Lattice Boltzmann Method 

 Takashi AKAI, Shumihiko MURATA, Hiroshi OKABE  

 

Effective Utilization of CO2 for Oil and Gas Field Development in Vietnam 95-101 

 S. Takagi, Y. Suehiro, K. Katakura, H. Okabe, H. Mitsuishi, Phan Ngoc Trung, 

 Nguyen Huu Trung, Nguyen Hai An, Nguyen Manh Hung 

 

Projection of River Discharge in Thailand under Climate Change  102-108 

and its Impact on Water Resources 

 Yasuto TACHIKAWA, P. B. HUNUKUMBURA, Kazuaki YOROZU, Somkiat APIPATTANAVIS 

 

Integrated Flood Risk Assessment for the Day River Flood Diversion Area  109-112 

in the Red River, Vietnam 

 NGUYEN Mai Dang, Mukand S. BABEL 

 

Nonparametric Conditional Flood Frequency Estimator on Climate Variability 113-120 

 Somkiat APIPATTANAVIS, Balaji RAJAGOPALAN, Upmanu LALL 

 

Estimation of Ground Profile in Padang City by Using Microtremor Observations 121-125 

 Junji Kiyono, Yusuke Ono, Rusnardi Rahmat Putra, Tatsuya Noguch 

  

Proposal of Seismic Hazard Map for Indonesia Based on the Latest Earthquake Catalogs 126-132 

 R.P. Rusnardi, J. Kiyono, Y. Ono 

 

 VI



                                                     
2010 AIT-KU JOINT SYMPOSIUM ON HUMAN SECURITY ENGINEERING 

                                                        Bangkok, Thailand,  November 25-26, 2010 
 
 
 
 

Participatory Approach to Community Based  
Water Supply System 

 
 
 

Kakuya MATSUSHIMA1, Kiyoshi KOBAYASHI2 
Kenshiro OGI3 and, Ismu Rini Dwi ARI4, Hayeong JEONG5,  

 
1Associate Professor, Dept. of Urban Management, Kyoto University  

 ( Kyoto University Katsura Campus, Nishikyo-ku, Kyoto 615-8540, Japan) 
E-mail: kakuya@psa.mbox.media.kyoto-u.ac.jp 

2Professor, Dept. of Urban Management, Kyoto University  
E-mail: kkoba@psa.mbox.media.kyoto-u.ac.jp 

3Master Student, Dept. of Urban Management, Kyoto University  
E-mail: k.ogi@ky4.ecs.kyoto-u.ac.jp 

4Candidate PhD, Dept. of Urban Management, Kyoto University  
E-mail: ismurinidwi.ari@fy5.ecs.kyoto-u.ac.jp 

5GCOE Researcher, Dept. of Urban Management, Kyoto University  
E-mail: hayeong@hse.gcoe.kyoto-u.ac.jp 

 
 
 

Water scarcity due to climate change as well as inappropriate water governance is one of the important 
topics in the world, particularly in developing countries. Most people who live close to the water resource 
are not always economically-advantaged. Moreover, it might be seems that people living close to 
"economically-attractive water resource" are classified into lower category according to the standard of 
living in the country. Community based water supply system is one of strong alternatives to existing 
water supply system by the public sector. The community based water supply system works more 
effectively if it is based upon strong community network in the region. 

This study conducts an empirical research on community based water supply system in Indonesian 
rural area. In this paper, we propose a discrete-choice model which describes the mechanism of resident's 
spontaneous collaboration to access water. We formulate a hypothesis that households with better 
community tie have ability to organize "community based" management system. In order to test it, we 
formulate a spatial probit model which can consider the effect of social interaction upon their choices in 
water supply system. Traditionally, spatial models are estimated with maximum likelihood method, 
however, in this paper, we adopt Markov chain Monte Carlo (MCMC) method to estimate parameters due 
to the difficulty in estimation of discrete-choice model with spatial interaction term. Using dataset from a 
field survey in Indonesia which we conducted in 2008 the spatial probit model is empirically tested to 
show that social interaction in the community plays an important role on resident's spontaneous 
collaboration to manage community-based water supply system. 

 
Key Words : participatory approach, community based, empirical research, discrete choice model 
 
 

 
 



1. INTRODUCTION 
 

Having access to safe drinking water is one of the 
most indispensable human necessities. WHO (2010) 
stated that six out of the seven people without 
access to an improved water source live in rural 
areas, moreover, regarding WHO/UNICEF (2004) 
the number of urban residents without adequate 
water services is increasing rapidly. Consequently, 
estimates of access to safe drinking water are a 
cornerstone of most international assessments of 
progress toward solving global and regional water 
problems, particularly to reach target 10 of the 
Millennium Development Goals (MDGs) that 
reduces by half the proportion of people without 
sustainable access to safe drinking water by 2015. 

There is a mechanism that inhabitants who live 
near the water resource cannot develop the water 
resource with their value. In line with the report of 
Asian Water Development Outlook (AWDO) that 
the future water crisis in Asian countries, it will not 
be because of physical scarcity of water, but 
because of inadequate or inappropriate water 
governance, including management practices, 
institutional arrangements, and socio-political 
conditions, which leave much to be desired (The 1st 
Asia Pacific Water Summit in 2007). 

Under t collaboration activities for water supply 
system by community members who live close to 
the water resource has examined in many countries. 
Collective action may be defined as action on the 
part of one or more people striving to achieve 
objective or satisfy common interest of the group, 
implies devising frameworks that limit the pursuit of 
individual self interest and sustain the benefit shared 
by the group. In case of Indonesia, among total 
231.6 million inhabitants only around 49.7% of the 
citizen has access to water  which its 10% is 
obtained through community based water 
management (Statistic Centre Board, 2005). 

In order to support and sustain the participatory 
approach to community based water supply system, 
it is necessary to clarify the mechanism and to 
invent institutional system for support the 
collaboration activities. However, there are not 
enough investigations on the participatory approach 
to community based water supply system. 
Necessitate of better understanding about local 
community structure and network is urgent toward 
encouraging suitable water policy and institutional 
restructuring.  

Therefore this study is questioning: Why people 
are involved in establishing the community based 
water supply system in order to access water?, 
Whether their choices to join the community based 
water supply system are cooperated or not?, Why 

people do or do not engage in a kind of collective 
action? It is important to investigate the mechanism 
of the spontaneous collaboration to access water. In 
other words, this study aims to investigate 
interdependent preference in a choice of clean water 
of the community on a field survey of Indonesian’s 
water supply system.  

Then the paper is structured as follows. Section 2 
illustrates the current situation of the respondent and 
access to water in the study area. Section 3 explains 
the model consists of a spatial probit model and 
Markov Chain Monte Carlo (MCMC) for estimation 
method, and then in section 3 describes the results 
and discussion of the empirical application. Finally, 
this paper is concluded with section 5.  
 
 
2. AN EMPIRICAL RESEARCH 
 
(1) Description of the survey 

To illustrate the model in an applied setting, we 
used data from a field survey which was conducted 
in 2008. Through systematic sampling, 500 
households living at Toyomarto village and Candi 
Renggo village, Singosari district, Malang regency, 
East Java Province Indonesia, are selected as the 
respondents for the study. Data is collected 
employing face to face interview method that 
effectively had been done within 10 days by 20 
surveyors with interview schedules from 07:00 a.m. 
to 09:00 p.m. depend on the respondent's readiness.  

 
Fig. 1 Location of the research area 

 
The restraint of the study is that the respondents 

are selected from total 24,388 inhabitants in the two 
villages. Hence the results and the substantial 
assessments replicate the essential characteristics of 
the contacted people. Furthermore, in order to 
optimize representativeness of the inhabitants, the 
respondents selected for the study are the husband, 
the wife or the head of family that are chosen so as 
to represent typical precious inhabitants.  
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Referring to the Instruments of the Social Capital 

Assessment Tools developed by World Bank (2004) 
and combining it with preliminary survey 
information, we developed household questionnaire 
survey to investigate community network. The 
questionnaire survey covers questions that concern 
(i) demographics data of the respondent (gender, 
age, family size, occupation, length of stay, work 
place, income, and education), (ii) water issues 
(water supply issues, water demand issues, rule of 
water usage), and (iii) community network 
(participation in community group, trust on lending 
& borrowing, concern to community welfare, and 
opinion towards living neighborhood). In this paper, 
we focus upon the question of participation in 
community group to explain residents' preferences 
on water choice of community based. 
 
(2) Access to Water 

In general, there are two types of fresh water 
resources utilized by the respondents in the study 
area, namely surface water and shallow ground 
water.  

Firstly, surface water consists of natural spring 
and river. There are three natural springs called 
Candi Sumber Awan Spring and Banyon Spring in 
Toyomarto village, and Kendedes Pond in Candi 
Renggo village. The other surface water comes from 
two rivers named Sumber Awan River and Petung 
River flowing away through the area of study. 
Secondly, shallow ground water is utilized by 
individual household who builds their individual 
well to get fresh water for domestic purposes. Based 
on categorization of goods, both types of fresh water 
resources could be categorized as common-pool 
resources (CPRs) which share a pair of common 
characteristics (i) their consumption is rival, but (ii) 
it is non-excludable (Bruce Wydick, 2008). Rivalry 
means that consumption by one person/group/ 
institution precludes consumption by another. In this 
case, water in the spring or river or shallow ground 
water that it utilized by A person is one that B 
person can’t consume it. Excludability means that it 
is easy to control access to a resource, and to 
exclude others from consuming it. A person can’t 
exclude B person from using water in the spring, 
river, as well as shallow ground water to fulfill their 
domestic purposes. 

Furthermore, we put more detail explanation of 
the five type access to water in the research area as 
follow. First, water services supplied by group of 
community based water management namely 

HIPPAM (Resident Association of Drinking Water 
Users). The HIPPAM serves 42% respondents who 
become a member of certain group of HIPPAM. 
These community water providers utilize the three 
natural wellsprings to supply their member. A group 
of HIPPAM encompasses around 30 to 300 
households living in a certain neighborhood 
association through direct home water connection. 
This community group can be categorized as club 
goods consist of combination of non-rivalry and 
excludable. Non-rivalry here means that water 
consumption by one member permit water 
consumption by another. Excludability means only 
the member has access to water from HIPPAM and 
excludes others from consuming it. Structural 
organization of HIPPAM encompasses 1 leader, 1 
treasurer and 2 technician staffs that are selected 
among the whole member once in a year. Main task 
of the leader is to maintain management system of 
HIPPAM. The member goes to treasurer to pay their 
monthly charge of water usage that the price is set 
up under their agreement in the community meeting. 
Water pricing per group employs various fixed 
monthly price from IDR. 2,000 (¥ 20) up to IDR. 
15,000 (¥ 150). For the first physical installation of 
water connection, each member needs to pay at 
around IDR. 500,000 (¥ 5,000) to IDR. 1 Million 
(¥ 10,000). In addition, specific task for technicians 
are to monitor and maintain water facility, and then 
try to fix the physical problem if it occurs. Finally, 
the whole money that compiles in the treasurer 
functions as capital source to keeping good the 
performance of water facility, and also to pay a kind 
of service fee for the committee member that 
basically their jobs are a type of voluntary work.  

Secondly, a drinking water company in Malang 
regency namely PDAM (Local Company of 
Drinking Water) serves 22% respondents who 
become customers. This local water provider 
employ Candi Sumberawan wellspring to provide 
water for their customers in the two villages. The 
respondents who join PDAM’s facility are the 
respondents who officially registered as PDAM’s 
member and pay monthly charge of water usage. 
Price for the first physical installation of water 
connection is around IDR. 1,500,000 (¥ 15,000), 
and there is a fixed price for the first 10m3 of water 
usage at IDR. 11,500 (¥ 115). Then, for the next 
water usage, the price per cubic meter for domestic 
purpose is IDR. 1,500 (¥15). A group of respondent 
who join PDAM is the one who has possibility to 
obtain fresh water access from PDAM as the local 



water provider. In this sense, water from PDAM 
could be categorized as club goods that it is non-
rival among its members but prohibit others from 
consuming it.  

Thirdly is access to clean water through private or 
individual well. The residents build their own well 
inside their land property to obtain drinking water 
and it covers 23% of the respondent  as pure private 
goods. They usually utilize shallow ground water in 
depth less than 20 meter, where some of them also 
develop water pipeline installation from the well to 
the house (e.g. bathroom and kitchen) using electric 
pump. Meanwhile, others have to draw water from 
the well manually using plastic bucket and bring it 
to the kitchen or bathroom.  

Then, the fourth type is access to water through 
public hydrant that serves 12% respondents. There 
are two types of public hydrant. First, several 
groups of HIPPAM in addition to serving member, 
they also build some public taps in vicinity 
residential area to serve the residents without access 
to direct water pipeline connection to house, or 
explicitly reveal that purpose of public tap is to 
serve non member of the community based water 
management. And second one is communal well 
where residents have to draw water using plastic 
bucket in the public well that is built or provided by 
someone who like to shares his or her private good 
with others who cannot afford to have their own 
wells. This circumstance shows the existence of 
bridging social capital among groups in the 
community, as mentioned by Woolcock and 
Narayan (2000) that bridging social capital refers to 
the relationships that we have with people who are 
not like us i.e. relationships with people from 
different socio-economic status and different ethnic. 
In this sense, we could also find how the community 
through their collective action tries to get access to 
water.   

The last type of access to water resources is for 
the respondents who still use water from rain water 
or river such as Sumberawan River and Glatik River 
where the water flows in the two villages (1%). 

Table 2 describes the type of access to clean 
water of the respondents, which 2 respondents are 
excluded from the sample due to inconsistency of its 
answer.  

 
Table 1 Type of Access to Water 

Access to Water Number Of Respondent Percentage 
HIPPAM 210 42 
PDAM 109 22 
Individual Well 117 23 
Public Hydrant 58 12 
Others 4 1 
Total 498  

 

 

 
Fig. 2 HIPPAM’s water reservoir, communal hydrant, PDAM’s 

water reservoir, individual well, river 
 

(3) Demographic Data of the Respondent 
There are majority male respondents (70%) as 

compared to the females in the study. The average 
age of the respondents is 46.91 years that around 
92% respondents can be classified into productive 
age (19-65 years). They have an average of 4 
members in the household. Thirty percent 
occupation of the respondents is in agriculture and 
manufacturing sector. Type of their livelihood is 
such as food peddler, owner and worker in the small 
scale sandal industry, farmer, breeder and field hand. 
Meanwhile, majority occupation could be 
categorized in services sector which varies from 
working in the private company (20%), labor 
industry (15%), and in the range of 1-6% as 
merchant, driver, teacher, official, military/police, 
retiree, housewife, and even 4% respondent in 
unemployment status.    

Majority household income of the respondents is 
less than 1 million rupiah per month (64%) consist 
of 25% respondents with monthly income less than 
500.000 rupiah and another 39% with monthly 
income between 500.000 - 1 million rupiah. This 
indicates that the residents are in the lower middle 
class of socio-economic status that the monthly 
minimum wage of Malang regency in 2009 is 
determined at 945.500 rupiah. Elementary level has 
six years of education; meanwhile it has three years 
in middle school and also in high school. According 
to education statistics (source: www.Nation 
Master.com), average years of schooling of adults in 
Indonesia is 5 years. It implies that around 56% of 
the respondents in the study have education level 
above the national average.  
 
 
3. MODEL AND ESTIMATION METHOD 
 
(1) Model 

This section focuses on a discrete-choice model 
for whether a household joins HIPPAM conditional 
on that household’s characteristics. We start by 
introducing main assumptions in the model and the 
notation that will be used for the rest of the paper. 
Let  be the number of individual households. Each 
household has two alternatives, labeled as 1 for 
joining HIPPAM and 0 for otherwise. For each 
household we observe whether the household joins 
HIPPAM or not and model it as the realization of a 
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random variable . Economic theory suggests that 
the decision to join is primarily made to maximize 
the discounted value of future profits, so we assume 
that the choice of whether to join HIPPAM or not is 
the result of a household’s decision to maximize 
their utility. An event will occur with a certain 
probability  if the utility derived from choosing 
that alternative is greater than the utility from the 
other alternative. Let  be the difference in the 
utility from alternatives 1 and 0. The difference in 
the utility is modeled as: 
 

                                              (1) (*.1) 
 
where  is a 
vector of observed household specific attributes, 

 is a vector of unobserved 
parameters to be estimated,  is an unobserved 
random effect component, and  is a stochastic 
error term with . We do not observe  , 
but only observe the sign of  . We observe the 
household’s choice  being equal to 1 or 0, 
depending on whether  has a positive sign 
indicating the higher utility from this alternative or a 
negative sign associated with the lower utility 
associated with this alternative. Therefore we 
observe:  
 

                                           (2) (*.2) 

 
The probability of choosing alternative 1 is given 

by: 
 

                            (3) (*.3) 
 

The distinction between this model and a standard 
probit model is the term  . The unobserved 
component  is constructed such that it allows for 
spatial interaction among households. This is 
obtained by specifying  according to a spatial 
autoregressive structure:  

 

                                   (4)  

 
with  is a 
row standardized spatial weight matrix such that 

. ρ can be interpreted as the degree 

of spatial dependence across households. Positive 
(negative) value of ρ indicates positive (negative) 
correlation among households. We can write 
equation (*.4) in matrix notation:  
 

                                                      (5)
 
where  and  is the identity 
matrix. Letting , we can obtain a 
solution for  using (*.5):  
 

                                                              (6)
 

It is worth noting that in our model, there is a 
network propagation effect captured in equation 
(*.5). Our model presents a simple test on the 
existence of propagation effect. If  is significantly 
different from zero, then we conclude thatthere 
could be some spatial correlation beyond what is 
captured in the  term in the equation (1). From 
(*.6) we see that the distribution for  is given by:  
 

                        (7)
 

The error term  is assumed to be conditionally 
independent of the spatial unobserved component 
such that  and we assume 

. The full model in matrix notation is given 
by:  
 

                                                   (8)
 

The likelihood function of this model is as 
follows:  
 

                                                                          (9)       

where  and  respectively denote a 
cumulative distribution function of the standard 
normal and ith row of . But it is difficult to 
estimate this model by maximum likelihood method 
since the likelihood function has complicated form. 
Then, we use the Bayesian inference approach to 
estimate each parameters of equation by using the 



Markov Chain Monte Carlo method that sample 
sequentially from the complete set of conditional 
posterior distributions for the parameters. The 
MCMC method provides a powerful tool for 
simulating complicated posterior distributions.  
 
(2) Bayesian Inference 

We estimate above spatial probit model by using 
Markov Chain Monte Carlo (MCMC) method. 
Gibbs sampler was a first MCMC algorithm and 
was used in statistics and econometrics popularly, 
which arrives at the target distribution of unknown 
parameters by sequentially sampling from a set of 
conditional distributions of parameters. This is very 
useful since usually it is difficult to find an 
analytical result for posterior densities. The MCMC 
method provides a sample from the posterior density 
and we can use this sample to draw inferences about 
the parameters of interest. Under mild regularity 
conditions satisfied in this application, these 
samples converge to sample from the posterior 
distribution.  

Most of the parameters can be sampled by using 
Gibbs sampler, however, sampling the spatial 
parameter  is solely difficult since the conditional 
posterior distribution is not reducible to a standard 
distribution. Therefore, we apply a Metropolis-
Hastings (MH) sampling method.  

To derive the conditional posterior distributions, 
we use the Bayes theorem.  

 

                                                                 (10) 
 
where  represents posterior densities. The prior 
distributions of each parameter  are 
assumed independent; therefore, the posterior joint 
density  is given up to a constant 
of proportionality by     
 

                                                                 (11) 
 

Using this relation, we obtain the appropriate 
conditional posterior distributions for each 
parameter in the model and examine MCMC 
sampling methods in the following section. Before 
we examine the Bayesian estimation we set each 
parameter’s prior distributions as follows:  
 

 
 

 

                (12) 
 
where  has normal conjugate prior distribution 
with means set to zero and covariance matrix set to 

, and  is assigned a conjugate inverted 
gamma prior with  and . We employ 
a uniform prior distribution on  over a specified 
range. The parameter  must lie in the interval 

, where  and  denote the 
minimum and maximum eigenvalues of W, for the 
matrix  to be invertible  (Sun, 
Tsukawa and Speckman 1999). Introducing each 
prior distribution (12) into equation (11), we can 
derive the conditional posterior distributions for 
each parameter. In the next section, we examine the 
MCMC sampling method with using these 
conditional posterior distributions.  
 
(3) The Markov Chain Monte Carlo (MCMC) 

sampler 
The MCMC estimation scheme involves starting 

with arbitrary initial values for the parameters which 
we denote  and the latent variable 

. We then sample sequentially from the following 
set of conditional distributions for the parameters in 
our model.  
 
a) Calculate  using each 

initial parameter. We carry out a multivariate 
random draw to determine .  

 
                (13)

 
    where 
 . 
 
b) Calculate , we carry 

out a multivariate random draw to determine 
.  

 
               (14)

 
    where . 

 
c) Calculate , we carry 

out a random draw to determine .  
 

                         (15)
 
    where .  
 
d) Calculate  using  and  from previous 

steps. We represent the posterior distribution of 
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 as follows,  

 

                                                                        (16) 
 

It is difficult to sample a draw from this 
distribution. Therefore, we use the Metropolis-
Hastings algorithm with a random walk chain 
to generate draws (see Chib and Greenberg 
1995). Let  denote the previous draw, and 
then the next draw  is given by:  

 
             (17) (*.17) 

 
where  is called tuning parameter. The spatial 
term  is restricted . Next, we 
evaluate the acceptance probability as follows,  

 

                                                                             (18) .18) (*
 

Finally, we set  with probability 
, otherwise .  

 
e) We sample  draws from a truncated normal 

distribution using  and  as 
follows,  

 
 

            (19) (*.19) 

 
where .  

 
We now return to step 1 employing the updated 

parameter values in place of the initial values 
 and . On each pass through the 

sequence we collect the parameter draws which are 
used to construct a posterior distribution for the 
parameters in our model.  
 
4. RESULTS AND DISCUSSIONS  
 
(1) The Explanatory Variables 

Since our research aim is to investigate 

individuals' preference on water choice in the 
community level, in this paper we define sample of 
the study with two considerations. First, only the 
respondent which has more than one option toward 
access to clean water could be taking into account as 
the sample.  And there are 317 respondents. 
Secondly, only the respondent in the sample who 
has complete answer relate to eight demographic 
data and one psychological data are the respondent 
in the sample. Thus, the number of sample for this 
paper is 257 respondents. Then, dependent variable 
is set to 1 for respondent who participate in CBWM 
- community based water management (HIPPAM’s 
member and get water from public hydrant), and 0 
for respondent who does not participate in 
community based water management or for those 
which obtain clean water from different access 
(PDAM, individual well and others). Table 1 shows 
the number of respondents as the sample in the 
paper.  

 
Table 2 Sample of the Respondent 

Sample of the Respondent 
Hippam 167 Participate 

in CBWM Public Hydrant 18 
 

185 

PDAM 18 
Individual Well 51 

Not 
participate 
in CBWM Others 3 

72 

Total Sample 257 
 

In detail, number of the respondent who obtains 
water from HIPPAM is 65%, and the 7% acquires 
water from public hydrant. Meanwhile, PDAM 
customers are 7%, the respondents who use 
individual well are 20%, and others are 1%.  

Table 2 illustrates characteristics of respondent 
from the aspect of water source covering 8 
demographic data and one psychological data of the 
257 respondents. It is grouped as A – respondent 
who join community based water management (n = 
167) and B - the respondent who does not 
participate in community based water management 
(n = 90). In general data in the sample have similar 
situation with the total 500 respondents.  

 
Table 3 Characteristics of respondents from the aspect of water 

source 
 Gender 

Male 
Age Family 

Size 
Length 
of Stay 

Water 
Usage 

A 75% Av.45.87 Av.3.96 Av.30.17 Av.1789.98 
B 71% Av.48.61 Av.4.01 Av.27.42 Av.806.89 

 



 Education Occupation Concern to 
Com. Welfare  

 M.S. 
& 

below 

J.S. 
& 

upper 

Agrc. & 
Manu. 

Serv. & 
Unempl. 

Agree Dis-
agree 

A 80% 20& 45% 55% 30% 70% 
B 72% 28% 24% 76% 39% 61% 

 
 Income 
 0.25 0.75 1.25 1.75 2.25 2.75 3.25

A 26% 40% 19% 8% 2% 3% 2% 
B 28% 37% 16% 8% 2% 2% 8% 

 
In addition, related to daily water usage, in the 

questionnaire sheet, we asked the respondent to 
describe their average household daily water usage. 
According to Peter Gleick, a standard of minimum 
water requirements per person per day is 50 liter. 
Since average family size is 4, then we define daily 
water usage per household by multiply the standard 
minimum water requirements with size of the family, 
as 200 liter/household/day. 

In order to investigate concern of the people to-
ward community welfare in the study area, we 
raised a question to the respondent: “Do you agree 
or disagree with the following statement: People 
here look out mainly for the welfare of their own 
families and they are not much concerned with 
community welfare” with four categories: Strongly 
Agree – Agree – Disagree – Strongly Disagree. 
Then, after grouping in to two classifications - 
Agree and Disagree – the result shows that majority 
respondents have concern toward community wel-
fare.  

Considering above data, we define explanatory 
variables as follow:  

 GENDER : dummy variable which equals 1 if 
respondent is male  

 AGE : age of respondent  
 FAM : number of people in each household  
 LENGTH : years of living in the area for 

respondent  
 WATER USAGE : dummy variable of daily 

water usage, that is categorized as 1 if 
respondent consumes less or equal to 200 
liters/household/day and categorized as 0 if its 
consumption more than 200 liters/household/ 
day. 

 EDU : dummy variable which is recorded as 1 
if respondent has educational background in the 
level of middle school & below, and recorded 
as 0 if high school & upper.  

 OCCU : dummy variable which is coded as 1 if 
occupation of respondent is agriculture or 
manufacturing and coded as 0 if service or 
unemployment  

 CONCERN TO COMMUNITY WELFARE : 

dummy variable which equals 1 if 
respondent’s answer disagree or strongly 
disagree and recorded as 0 if its answer is 
agree or strongly agree.  

 INCOME : household’s monthly income which 
is divided into 7 items (less than 0.5, 0.5-1.0, 
1.0-1.5, 1.5-2.0, 2.0-2.5, 2.5-3.0, more than 3.0 
million Rupiah), and we use the medians of 
each item.  

 
Table 4 shows the standard statistics of each 

variable.  
Table 4 Standard Statistics 

N= 257 Mean STDV. Max Min 
GENDER 0.74 0.440 1 0 
AGE 46.56 11.373 75 22 
FAM 3.97 1.123 7 2 
LENGTH 29.40 18.958 75 0.02 
WATER U. 0.65 0.479 1 0 
EDU 0.77 0.421 1 0 
OCCU 0.38 0.486 1 0 
CONCERN 
C.W. 

0.67 0.471 1 0 

INCOME 0.98 0.751 3.25 0.25 
 
(2) The Weight Matrix 

Finally, in specifying the weight matrix, we 
reasoned that households with better community tie 
have ability to organize community based 
management system. Therefore, we define a spatial 
weight matrix using the data about community 
networks. To investigate participation of the 
respondent in various types of social organizations 
and informal networks, and the range of 
contribution that one gives and receive from them, 
we asked the respondent to mention their type of 
community group which they join through 15 
following options. The detail options are (1) 
Religious, (2) Cultural/Social, (3) HIPPAM, (4) 
PDAM, (5) HIPPA, (6) Ethnic based, (7) 
Community organization, (8) Finance, (9) 
Production, (10) Union (labor/trade), (11) Political 
party, (12) Professional association, (13) Business 
association, (14) Social movement, and (15) Others 
(please specify). Table 5 shows the number of 
respondents in each type of community group.  
 
Table 5 Number of Respondents in Each Type of Community 

Group 
 1 2 3 4 5 6 7 8 

A 155 25 0 83 1 5 21 21 
B 65 6 4 0 0 0 9 5 

Tot. 220 31 4 83 1 5 30 26 
 
 9 10 11 12 13 14 15 
A 5 1 1 2 1 0 1 
B 0 1 1 0 2 1 1 
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Tot. 5 2 2 2 3 1 2 

 
As you can see, the four popular groups which 

respondent like to participate are (1) Religious, (2) 
Cultural/Social, (7) Community organization, and 
(8) Finance at amount of 75%, 21%, 18%, and 9% 
among total responses, respectively. Therefore, we 
focus on these four types of group and get the 
weight matrix by calculating the social distance 
between household  and household  as follows:  

 

 
 

                                          (20) 

 
The diagonal elements were all set to zero. Next 

we row standardize the matrix by dividing each 
element  in the matrix by the row sum such that 
all rows sum to one. The row standardization does 
not change the relative social interaction among 
households. Other more complicated weighting 
schemes are possible, depending on how one wish 
to quantify the degree of social interaction among 
households. For the purpose of this paper we simply 
want to account for social interaction effects in the 
decision to join HIPPAM, therefore any type of 
social interaction is acceptable.  
 
(3) Estimation results 

In addition to the spatial probit model estimates, 
we also estimated a non-spatial probit model which 
does not include the spatial interaction term . 
Diffuse or conjugate priors were employed for all of 
the parameters  and  in both models. We 
iterate MCMC algorithm and sample 5000 
parameters respectively and set 1000 samples as 
burn-in. The chain was considered to have 
practically converged after 1000 iterations based on 
a diagnostic proposed by Geweke (1992). The last 
4000 draws were used to calculate the posterior 
mean and standard deviation of the parameters. 
Table 5 and 6 show the estimation results of each 
village.  
 

Table 6 Estimation results (Toyomarto) 

 
Table 7 Estimation results (Candi Renggo) 

 
Estimation results are summarized as follows. 

First, in both the villages, the results indicate very 
similar inferences would be drawn from the non-
spatial probit model versus the spatial probit model. 
In addition, all of the estimated parameter  is 
negative and insignificant. Therefore, from this 
result, we cannot confirm the existence of the 
"social interaction effect" among households.  

Second, the estimated parameter LENGTH is 
positive and significant. This result indicates that 
the longer the respondents stay in the area of study 



the higher preference of them to join HIPPAM.  
Third, we can find that the estimated parameter 

COST is negative and significant. Then, even the 
price of monthly water usage is quite cheap, but this 
price in their point of view are one important 
demographic neighborhood to put into be 
consideration whether they have willingness to join 
or not.  
 
 
4. CONCLUSION 
 

In this paper, we show the spatial probit model 
with using Bayesian estimation method in order to 
investigate resident’s spontaneous collaboration to 
manage community based water supply system. We 
describe the posterior distribution from the Bayes 
theorem and express the MCMC sampling method. 
Then, our approach applies to the empirical analysis 
of the data from a field survey in Indonesia.  

From the estimation results, we can say that the 
length of living in the area and the price of monthly 
water usage have an important meaning for 
respondent to make a decision to join community 
based water supply system. Though, as for the 
social interaction, we do not have good result for 
parameter  yet. Therefore, we need to use another 
approach to get weight matrix employing 
geographical neighbors’ data through Social 
Network Analysis in order to complete the previous 
analysis of demographic neighbors.  

In this paper, we focused on the mechanism of 
resident’s spontaneous collaboration to access water 
and did not take up the social and economic benefit 
of community based water supply system. Needless 
to say, however, it is important to clarify the flow of 
cost and benefit generated by community based 
water supply system. These are remained for the 
future works. 
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The condition of public water services in Indonesia is still not adequate. Decentralization era which was 

started in 1999 did not improved the condition, even made the service inefficient. Decentralization has 
raised new-small-scale public water supply. Theoretically, small-scale supply is less efficient compared to 
the large one. It is because there is economies of scale in water supply.  However, the existence of 
economies of scale in Indonesia has not been known. This paper aims to explore the existence of 
economies of sacle and economies of density in public water supply in Indonesia context. Based on the 
analysis result, spatial strategy was proposed in order to improve access to water supply. 
 
   Key Words : water supply, spatial strategy, economies of scale, economies of density  

 
 

1. INTRODUCTION 
 

Public water supply in Indonesia is basically not 
sufficient. Based on data from Perpamsi Directory, 
2006, the number of customers of public water 
supply is only 4.6% from total population. The fact 
showed that not all of the area was serviced by 
public water supply. But in the area which was 
serviced by public water supply, only 10% of 
population was customers. The main reasons not to 
become a customer for the population in service 
area were the water tariff which was not affordable 
for some people and the existence of other sources 
of water which can be utilized. From the perspective 
of public water supply company (PDAM), limitation 

of service was related to ability to invest. The 
limitation to invest was partly caused by the 
limitation of revenue to recover the cost. 

Public water supply company (PDAM) in 
Indonesia usually is on district level (kota or 
kabupaten). Decentralization era which was started 
in 1999 has raised new province and district. After 
decentralization in 1999 up to 2008  there were 6 
new provinces and 187 new districts. With the same 
area, but there were more regions, indicates that the 
region got smaller. Related to water supply, the 
service area was also got smaller. 

mailto:smaryati@pl.itb.ac.id


 

 

Water supply  is one type of infrastructure with 
high capital costs. Theoretically, economies of scale 
exist in such system. Small-scale PDAM has higher 
unit cost compared to the big one. If economies of 
scale exist, the phenomenon of small-scale PDAM 
will cause inefficiencies. Inefficiencies will 
influence level of service.  

Although theoretically economies of scale exist in 
water supply provision,  some studies suggested that 
it was not always happened1). Study of economies of 
scale have been developed in other countries, 
especially in the USA. In developing countries, 
studies related to the existence of economies of 
scale was still very limited2). These studies produced 
varying result related to cost model and economies 
of scale. These indicated that cost model and 
economies of scale is location and time specific. 
Study of Nauges and Van den Berg  also indicated 2)

that the structure of drinking water costs varied 
significantly between countries and time. Cost 
models in other countries can not be applied directly 
to the case in Indonesia. Therefore, it is necesarry to 
discuss cost model and economies of scale in 
Indonesia context. 

 
 

2. ECONOMIES OF SCALE IN WATER 
SUPPLY: LITERATURE REVIEW 

 
The existence of economies of scale can be 

measured through productivity or cost effectiveness. 
In productivity approach, scale economies are 
measured by the elasticity of factor input with 
respect to output or marginal product of the factor 
input. In cost effectiveness approach, economies of 
scale are measured by the elasticity of output with 
respect to the production cost. In general, for 
addressing the economies of scale of an industry, 
the cost function approach can be more effective 
than the productivity approach due to fewer 
econometric problems1). 
 Neo-classical cost function can be used as 
reference in forming the cost function. Neo-classical 
cost function stated that cost is a function of output, 
factor input prices, technology, and a number of 
other explanatory variables. Output is generally 
expressed in quantity of production. For the case of 
drinking water supply, production and distribution 
quantities are expressed in production or distribution 
volume. Factor input prices in the case of water 
supply consists of retribution, chemicals price, 
energy prices, wages, and depreciation. According 
to Maryati et. al.  there were several 4),5)

environmental variables affecting water supply cost 
which can be used as explanatory variables, they are 

water quality, topography, and customer density. 
Several empirical studies  aimed to assess 1),2),6),7),8)

efficiency and optimal scale of water supply have 
considered the influence of some environmental 
variables that have been mentioned, in addition to 
quantity and input factor price. Environmental 
variables that have been used are raw water quality 
and customer density, while topography has not 
been considered. 

Empirical studies of drinking water supply costs 
in the 70s-era generally use a linear and log linear 
cost function. The shape of these cost function is 
relatively easy to use because it has fewer 
explanatory variables. However, this cost function 
has several limitations, among others, are the 
assumption about the elasticity of substitution equal 
to one, and that the scale of measurement remain 
constant, regardless of the quantity of output. In 
economies of scale testing, this assumption becomes 
important. The translog cost function is more 
flexible because it varies according to the scale of 
output. Therefore studies that assess efficiency and 
optimal scale at this time generally used neo-
classical cost function estimated by translog 
function.  

Considering type of data used, empirical data is a 
common type. The use of empirical data without 
correction may result in low or no relationship 
between variables studied, whereas logically and 
theoretically variables examined closely linked to 
the cost. If influence of certain factors will be 
analyzed against costs, other factors must be fixed. 
If not, the role of these factors must be 
accommodated as an independent variable.

The unit of analysis in empirical studies that have 
been conducted can be divided into two, namely 
company level  and utility level . The unit of 1),6),7) 8)

analysis at company level is less appropriate for 
application in Indonesia. This is because in one 
company there are usually several production and 
distribution systems that operate in different 
conditions, using different water sources with 
different quality, even the technology used was 
sometimes different. If the unit of analysis will be 
used is at company level, there are many 
explanatory variables that have to be considered.  

Several empirical studies  using income 9),10),11)

data for replacing cost data. For the case of drinking 
water in Indonesia, income does not reflect the cost 
because income is influenced by the leakage and 
tariff structures. Income can be used to replace the 
cost if the rate of water losses is the same for the 
entire of study object and a flat rate is used.

Previous studies generally examined fixed costs, 
variable costs or total costs (total cost consist of 
fixed and variable costs). Only few studies which 



 

 

was distinguished between production and 
distribution cost, such as Clark and Stevie . 12)

Components and cost structure of production and 
distribution systems are very different, even Clark 
and Stevie stated that there was an economies of 12) 

scale in production system but diseconomies of 
scale in distribution system in their study area. 
Therefore, production and distribution system 
should be differentiated in cost studies.  

 
 

3. METHODOLOGY 
 

In this study neo-classical cost function was used 
as reference.  In this function, cost is a function of 
output, factor input prices, technology, and other 
explanatory variables. Cost in this case was 
operating costs, which consist of fixed costs and 
variable costs. Output was expressed in quantity of 
production or distribution. It was expressed as 
volume of production or volume of distribution per 
year. Factor input prices in the case of water supply 
consists of raw water retribution, chemicals prices, 
energy prices, wages, land rent and depreciation. 
Input factor prices can be corrected by location 
index, while technological factors have been 
accommodated in raw water quality, so these two 
variables can be ignored. Explanatory variables in 
this study consisted of raw water quality, 
topography, and customer density. 

Raw water quality affects treatment cost. The 
greater the deviation between raw water quality with 
the standards, the higher the treatment costs. 
Treatment is part of production process, hence raw 
water quality affects production costs. Quality of 
water is shown by the composition of the 
components of physical, chemical, and 
microbiological from the water. The composition of 
the components is sometimes variable of the source 
of water. For example, physically surface water 
generally has a higher turbidity compared to springs 
and wells. In estimating water supply cost in 
Indonesia, water quality parameters used can be 
limited to turbidity since the main chemicals 
commonly used in production systems is to 
eliminate turbidity. Water quality can be expected 
from the source of water. 

Topography in the case of water supply costs 
affect energy costs and depreciation for  
transmission and distribution system . Energy costs 
in pumping system is greater than gravity system. 
Pumping system requires elevated reservoir and 
affects the cost of depreciation. Transmission is 
essentially a part of production process, so that the 
topography affects cost of production. Distribution 
is part of distribution process, which also affects 

cost of distribution. Topography is used in the 
context of a gravity or pumping system. If service 
area is lower than water sources, gravity system can 
be used. If not, than pumping system should be used. 
The greater the deviation between water sources and 
service areas (areas of service higher than water 
source), the greater the energy needed. Topography 
can be indicated by gravity or pumping system. 

Customer density associated with energy costs 
and depreciation costs on distribution process. The 
higher the customer density, the lower the cost of 
distribution. Lower density area, needs a longer pipe 
than high density. These conditions affect the cost 
of depreciation in distribution system. Customer 
density was defined as the number of customers per 
length of network. 

 
Table 1  Environmental Variable Affecting Production and 

Distribution Cost 

System Environmental 
Variable 

Parameter 

Raw Water 
Quality 

Type of Water 
Sources (spring, 
well, surface water) 

Production 

Topography Type of Distribution 
(gravity, pump) 

Topography Type of Distribution 
(gravity, pump) 

Distribution 

Customer 
Density 

Customers to 
Network Lenghth 
(SL/m) 

 
Environmental variable data were available on the 

level of production and distribution system. The 
differences in water quality indicated by the 
differences in raw water sources, i.e. springs, wells, 
and surface water. Raw water quality data is 
expressed in the form of dummy variables well and 
surface water. Topography was indicated by gravity 
or pumping system. Topographic data was 
expressed in the form of a dummy variable pumping 
or gravity system. Customer density data was 
expressed by the number of customers per network 
length (SL / m). Quantity variable was expressed by 
production and distribution volume per year (m3). 

Cost function for production system can be 
expressed in general form as follows: 

 
                          Bpro = f (K, S, Tp)                    (1) 

and cost functions for distribution system is defined 
as:
                          Bdis = f(K, Tp, pdt)              (2) 
 
where B  is cost of production, B  is distribution pro dis
costs, K is quantity, S is raw water quality, Tp is 



 

 

topography, and pdt is customer density. 
 Although translog form has several advantages in 
estimating economies of scale, in this study log 
linear form was also considered. The use of these 
two functions were in order to get best function. The 
best model in explaining the variation in cost was 
evaluated based on the value of determination 
coefficient (R ), standard error, and the sign of 2

variables. Log linear and translog form for 
production cost function can be expressed as 
equation (3) and (4) as follows. 
 
        ln Bpro(v) = α + βpro(v) ln Kpro(v) + γAP AP  
                        + γSD SD + γpom Pom                   (3) 
  
        ln Bpro(v) = α + βpro(v) ln Kpro(v) + γAP AP  
                       + γSD SD + γpom Pom  
                       + ½ γpro(v).pro(v) (ln Kpro(v))2  
                       + ½ γpro(v).AP (ln Kpro(v)) (AP) 
                       + ½ γpro(v).SD (ln Kpro(v)) (SD) 
                       + ½ γpro(v).Pom (ln Kpro(v)) (Pom)  

           + ½ γAP.AP (AP)2 +½ γSD.SD (SD)2  
                       + ½ γAP.SD (AP) (SD)  
                       +½ γPom.Pom (Pom)2  
                       + ½ γAP.Pom (AP) (Pom)  
                         + ½ γSD.Pom (SD) (Pom)                (4)  
  
 Specification of variables used in production cost 
function is as follows: 

Tabel 2  Variable in Production Cost Function 

Variable Unit Definition 
BBpro(v) Rp/year Production cost, consists of 

wage, retribution, chemicals 
cost, energy cost, land rent, 
maintenance, and depreciation. 

Kpro(v) m3/year Production volume 
AP  Surface water (dummy variable) 
SD  Deep well (dummy variable) 
Pom  Pumping system dummy 

variable) 
 

 Log linear and translog form for distribution cost 
function can be expressed as equation (5) and (6) as 
follows. 

     ln Bdis(v) = α + βdis(v) ln Kdis(v) + γpdt ln pdt  
                      +  γpom Pom                                    (5) 
 
     ln Bdis(v) =  α + βdis(v) ln Kdis(v) + γpdt ln pdt  
                       + γpom Pom  + ½ γdis(v).dis(v) (ln Kdis(v))2  

         + ½ γpdt.pdt (ln pdt)2 + ½ γpdt.Pom (Pom)2  
                     + ½ γdis(v).pdt (ln Kdis(v)) (ln pdt)  
                     + ½ γdis(v).Pom (ln Kdis(v)) (Pom)  
                       + ½ γpdt.Pom (ln pdt) (Pom)               (6) 
 

 Specification of variables used in distribution 
cost function is shown in Table 3. Analytical unit 
used was production and distribution system in 
PDAM. In general one PDAM consists of more than 
one production and distribution system influenced 
by various environmental variables and other 
conditions. Therefore production and distribution 
system are more appropriate to be used instead of 
PDAM. 
 To perform parameter estimation, cost data, 
quantity as well as environment variables were 
needed. The process and conditions of production 
and distribution of PDAM in Indonesia are basically 
referring to the different standards. They include the 
types of chemicals used, the quality of processed 
water, types of construction, type of pipe used, the 
presence of reservoir, the amount of water 
distributed per capita, and the level of leakage. The 
implication of such inequalities was on the variation 
of cost, although they operated in the same 
condition of environmental variables. To overcome 
this problem, the cost data that will be processed 
and analyzed must be standardized in order to make 
them comparable to each other. 
 

Tabel 3 Variable in Distribution Cost Function 

Variabel Unit Definition 
BBdis(v) Rp/year Distribution cost, consists of 

wage, retribution, energy cost, 
land rent, maintenance, and 
depreciation. 

Kdis(v) m3/year Distribution volume 
Pdt SL/m Customer density; number of 

customers divided by length of 
network 

Pom  Pumping system  
 

 To standardize the cost data, production and 
distribution costs have to be elaborated on the basis 
of its components. In general, production cost 
consists of raw water retribution, chemical costs, 
energy costs, wage, land rent, maintenance costs, 
and depreciation. Distribution cost consists of 
energy costs, wage, land rent, maintenance costs, 
and depreciation costs. The components of 
production and distribution costs in detail is shown 
in Table 4. In the process of data standardization 
some assumptions were used. The assumptions were 
among others related to: type and specification of 
infrastructure in each production system, chemicals 
used, type of office building, level of water losses, 
and the existence of operational vehicle.  
 According to Kim and Lee1), the ratio of 
marginal cost to average cost to measure the 



 

 

economies of scale is inversely proportional to the 
elasticity of supply with respect to the cost. The 
elasticity of supply with respect to the cost is 
determined by production factors including 
production level, factor input prices, and 
environmental variables. Elasticity of supply and 
elasticity of density can be expressed as equation (7) 
and equation (8). 
 
              εs = (dC/C)/(dQ/Q) = (dlnC)/(dlnQ)        (7)   
      εpdt = (dC/C)/(dpdt/pdt) = (dlnC)/(dlnpdt)  (8)     

  
Table 4  Production and Distribution Cost Component 

Production System Distribution System 
Chemicals 
SPMA & SPSD: 
Desinfectant 
SPAP: Desinfectant & 
Coagulant 

 

Energy Cost (SPMA, 
SPSD,SPAP) 
• Treatment Pump 
• Lighting 
• Other Electronic 

Device 
SPSD: Submersible 
Pump 
SPAP: Raw Water Pump 

Energy Cost 
• Distribution Pump 
• Lighting 

Raw Water 
Retribution, Land 
Rent, Wage, 
Maintenance Cost 

Land, Maintenance Cost, 
Wage,   

Depreciation Depreciation 
• SPMA: 

Broncaptering, 
Desinfection Pump 

• SPSD: Well, 
Desinfection Pump, 
Submersible Pump, 
Generator, Pump 
and Generator 
House 

• SPAP: Intake, Raw 
Water Pump, WTP, 
Transmission Pipe, 
Generator, Pump 
and Generator 
House, Equipment 
Building 

• Electricity 
Installment, Office 
Building, Electricity 
Installation, Office 
Equipment, 
Reqruitment of 
Employee 

Distribution Pipe, 
Reservoir (Ground and 
Elevated Reservoir), 
Distribution Pump, 
Generator, Pump and 
Generator House, 
Electricity Installment, 
Office Building, 
Electricity Installation, 
Office Equipment, 
Operational Vehicle, 
House Connection, 
Customer Water Meter, 
Reqruitment of Employee 
 

Note: SPMA (Spring Production System), SPSD (Well 
Production System), SPAP (Surface Water Production System). 
 
4. DATA 
 

Data was developed from 120 production systems 
and 53 distribution systems in Kabupaten Bekasi, 
Kabupaten Subang, Kabupaten Cianjur, Kota 
Bandung, Kabupaten Bandung, Kabupaten 
Kuningan, and Kabupaten Ciamis. The data used 
were based on conditions in 2006.  

The range of production volume was between 
3,239 m3/year up to 11,000,000 m3/year and the 
average was 863,042 m3/year. Water sources used 
consisted of surface water, deep wells, and springs, 
while transmission system consisted of pumping and 
gravity. Production costs range from Rp 
50,000,000/year to Rp 2,600,000,000/year with an 
average of Rp 290,000,000/year. Descriptive 
statistics of production system is showed in Table 5. 
 

Table 5  Descriptive Statistics of Production System 

Variable Minimum Maximum Average 
Kpro(v) (m3/yr) 3,239 1.1E+07 863,042.3 
AP 0 1 
SD 0 1 
Pom 0 1 
BBpro (Rp/yr) 5.0E+07 2.6E+09 2.9E+08 

  

Distribution volume ranged from 26,946 m3/year 
to 1,727,849 m3/year with an average of 432,012 
m3/year. The range of customer density was from 
0.0034 customer / m up to 0098 customer / m with 
an average of 0.02289 customer / m. Distribution 
system consisted  of pumping  and gravity system. 
The range of distribution costs was between Rp 
130,000,000/ year to Rp 2,800,000,000 / year with 
an average of Rp 440,000,000/year. 

Table 6  Descriptive Statistics of Distribution System 

Variable Minimum Maximum Average 
Kdis(v) (m3/yr) 26,946 1,727,849.57 432,012.70 
Pdt 
(customer/m) 

0.0034 0.098 0.0428 

Pom 0 1 
BBdis (Rp/yr) 1.3E+08 2.8E+09 4.4E+08 
 
 

5. RESULTS 
 
 Estimation results for production system based 
on two different models shown in Table 7. Based on 
the value of R2 and standard error, it can be 
concluded that translog model has a better value 



 

 

than log linear model. Based on translog model, the 
elasticity of production is 0.59. This condition 
indicates the existence of economies of scale.  
 
 

Table 7 Estimation Results for Production System 

Para-
meter 

Variable Log 
Linear 

Translog 

α Constant 13.08 
(0) 

[47.08] 

27.21 
(0.98) 
[27.68] 

βpro(v) Kpro(v) 0.42 
(0.73) 
[19.09] 

-1.84 
(0.16) 

[-11.88] 
γAP AP   
γSD SD 0.05 

(0.026) 
[0.62] 

 

γPom Pom 1.01 
(0.53) 
[13.26] 

 

δpro(v).pro(v) Kpro(v)* 
Kpro(v)

 0.18 
(0.012) 
[14.46] 

δpro(v).SD Kpro(v)*SD  0.54 
(0.095) 
[5.73] 

δPom, Pom Pom*Pom  1.51 
(0.74) 
[2.05] 

δpro(v)., Pom Kpro(v)* 
Pom 

 0.019 
(0.058) 
[0.032] 

δSD.Pom SD*Pom  -5.932 
(1.134) 
[-5,23] 

R2  0.86 0.95 
Standard 

Error 
 0.34 0.20 

Note: ( ) Standardized parameter, [ ] t-value.  
 

Estimation results for distribution system based on 
log linear and translog function are shown in Table 
8. Based on the value of R2 and standard error, it can 
be concluded that translog model has a better value 
than log linear model. Based on translog model, the 
elasticity of distribution is 0.99, while the elasticity 
of customer density is 1.70. These conditions 
indicate the existence of economies of scale and 
diseconomies of density on distribution system.  

 

6. CONCLUSION 
 
 Based on the analysis described above it can be 

concluded that there are economies of scale in 
production and distribution systems and 
diseconomies of density in distribution system. 
These mean, that if the scale of production and 
distribution is enlarged, the unit cost will decrease. 
With the decline in unit costs, basically the service 
would be cheaper and more affordable by the 
community.  
 The emergence of small-scale public water 
supply as a result of decentralization, has caused   
inefficiency in water supply service . Unit cost of 
small-scale system is larger compared to the bigger 
one. Inter-regional cooperation is a strategy in water 
supply provision  that can scale up the services and 
make services more efficient.  
 

Table 8  Estimation Results for Distribution System 

Para-
meter 

Variable Log 
Linear 

Translog 

α Constant 8.02 
(0) 

[22.82] 

-29.7 
(2.8) 

[10.58] 
βdis(v) Kdis(v) 0.78 

(1.21) 
[34.98] 

-2.20 
(0.37) 
[-5.9] 

γpdt Pdt -0.55 
(-0.62) 
[-17.89] 

1.007 
(0.58) 
[1.73] 

δdis(v).dis(v) Kdis(v)* 
Kdis(v)

 0,207 
(0,027) 
[7.80] 

δdis(v).pdt Kdis(v)*pdt  -0.19 
(0,061) 
[-3.10] 

δdis(v).pom Kdis(v)* 
Pom 

 0.07 
(0.071) 
[0.987] 

δpdt.pom pdt*Pom  0.041 
(0.108) 
[0.383] 

δpdt.pdt pdt*pdt  0.092 
(0.072) 
[1.275] 

δpom.pom Pom*Pom  -0.31 
(1.17) 
[-0.27] 

R2  0.97 0.99 
Standard 

Error 
 0.11 0,066 

Note: ( ) Standardized parameter, [ ] t-value.  
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This paper analyzes the government's disclosure strategies for criti cal infrastructure against potential 
terror attacks. Any event that disrupts the functioning of critical infrastructure su ch as power plants, air-
ports, and water management systems will have a major impact on the society. As such, it is very important 
for the government to protect such infrastructure from threats by establishing proper disclosure strategies. 

The government usually finds it difficult to accurately assess the terror risk because the government does 
not have sufficient information about the terrorists' capabilities and motives. Therefore, implementation of 
an ant i-terrorism pol icy depends on t he governm ent's subject ive deci sion. C onsidering t his, t he paper 
formulates the game between the government and the terrorists as a subjective game. It is found that the 
government's disclosure of the implementation of counter-terrorism measures increases the government's 
subjective utility, but does not necessarily lead to an increment in the government's objective utility. 

 
   Key Words : terror risk, disclosure, critical infrastructure,subjective game 

 
 
1. INTRODUCTION 
 

Terror risk is defined as a function of terrorists'  
capabilities and motives. This is unlike in natural 
disaster risks, and is one of the distinguishing char-
acteristics of terror risks. As such, it is im portant for 
the governm ent to elim inate the resources used to 
carry out terror attacks and de-m otivate potential 
terrorists. This paper focuses on the government's 
disclosure strategies against terror attacks. Estab-
lishing proper disclosure strategies, the government 
may be able to reduce the terror risk because its dis-
closure may affect terrorists' decision making.  

On the basis of the Japanese government's policy, 
potential risks and mitigation measures pertaining to 
critical infrastructure are not disclosed to the public. 
The related information is considered confidential by 
the Japanese government. However, public pressure 
with regard to the disclosure of related inform ation 

has been increasing because citizens want a secure 
society and would like to know about the actual sit-
uation of such critical infrastructure. It goes without 
saying that the governm ent is accountable for tax 
collections and spending and that the citizens have 
the right to obtain such related inform ation. How-
ever, considering potential terror attacks, the gov-
ernment needs to thoughtfully consider the disclosure 
strategies for critical infrastructure because wrong 
disclosure strategies can trigger potential terror at-
tacks. In particular, it should be noted that the im -
plementation of an anti-terrorism  policy  vary ingly 
depends on the governm ent's subjective decision 
because the government does not alway s have suffi-
cient inform ation pertaining to the capabilities and 
motives of potential terrorists. As such, this paper 
considers a "subjective gam e" between the govern-
ment and the terrorist 1). The paper m odels the situa-
tion where the government finds it difficult to assess 



 

 

the potential terror risk and has to decide on a costly 
counter-terrorism measure. 

There are many published articles that are related 
to this research. For exam ple, V. Bier et al. 2)  for-
mulates the game between an attacker and a defender, 
in which the defender has two objectives that are 
being targeted by  the attacker, and showed that 
trustworthy disclosure of the defender's strategies can 
reduce the expected damage caused by  the attacker. 
M. Crem onini and and D. Nizovtsev 3) showed that 
the higher the defender's signaling ability , the m ore 
the welfare obtained by the defender in the situation 
where several defenders decide the protection level 
of their own targets against potential terror attacks. 
These results show that the signaling inform ation by 
the defender play s an im portant role in reducing 
terrorist attacks. In addition, B. Hoffm an and G. H. 
McCormick4) characterized terrorism  as a signaling 
game where a government are poorly informed about 
the terrorist groups'  objectives, resources, and com -
mitments. It is also argued that given the short-term 
nature of m ost terrorist groups, with new groups 
appearing each y ear and others splintering, govern-
ments are faced with never-ending tasks to assess the 
threat of terrorism  under such incom plete informa-
tion5).  These arguments support the model where the 
government is not able to accurately  assess the po-
tential terror risk and it has to subjectively  decide 
whether or not to im plement a counter-terrorism 
measure. 

In section 2, the basic m odel between the gov-
ernment and the terrorist is formulated. The model 
deals with the situation where the governm ent has 
one infrastructure site that is targeted by the terrorist, 
and the terrorist cannot observe as to whether or not 
the government has implemented a counter-terrorism 
measure. In section 3, the basic m odel is developed 
taking into account the governm ent's disclosure 
strategy for the implementation of a countermeasure. 
The terrorist recognizes that the government con-
siders the disclosure strategy . The paper makes it 
clear that taking account of disclosure strategy by the 
government affects the subjective or objective gov-
ernment's utility. In section 4, the obtained results are 
summarized and extensions for future research are 
discussed. 

. 
2. BASIC MODEL 
 
(1) Preliminary Settings 

The model includes a government and a terrorist. 
The basic m odel considers the situation where the 
government implements a measure to prevent terror 
attacks. The governm ent has one infrastructure site 
that can be targeted by the terrorist and it devises a 

countermeasure against potential terror attacks. Let 
us define the strategy of the government as [0,1]δ ∈ . 

1δ =  implies that the governm ent im plements a 
counter-terrorism measure, and 0δ = implies that the 
government does not do so. Im plementing a coun-
termeasure, the governm ent can reduce the prob-
ability of the success of a terror attack from 1 to  r (0 
< r <1). The cost of a counterm easure is given by c 
and is borne by  the governm ent when it decides to 
implement a countermeasure. 

At the same time, the terrorist decides on its strat-
egy to conduct the terror attack. Let us define two 
types of terrorists: [ , ]t α β∈ . Let  give the 
strategy of the type t terrorist.  implies that the 
type t terrorist attacks the infrastructure site and 

[0,1]ts ∈

1ts =

0ts =  implies that the terrorist does not do so. Let I 
be the cost of the terror attack, where I>0. From the 
viewpoint of the terrorist, the terror attack is suc-
cessful if it results in the infrastructure site becoming 
dysfunctional. If the terror attack succeeds, the type 
β  terrorist obtains benefit U while the ty pe α  ter-
rorist obtains no benefit 0. That is, the type α  ter-
rorist can be regarded as a null player because such a 
terrorist has no m otive to attack the infrastructure 
site. In what follows, when we write only "terrorist", 
we are referring to the ty pe β  terrorist. When the 
terror attack fails, the terrorist is burdened with a 
failure cost D that includes the cost pertaining to the 
terrorist being marked by international authorities. 

To simplify the model, it is assumed that 

0U I− >   .                           (1) 

This inequality implies that the type β  terrorist has a 
motive to attack the infrastructure site when it knows 
that the infrastructure site is not protected and the 
terror attack is certain to succeed. In addition, it is 
assumed that 

(1 )rU I r D− < −     .                      (2) 

This inequality shows that if the terrorist knows that 
the governm ent im plements a counter-terror meas-
ure, the expected benefit from  the terror attack is 
negative. These assumptions imply that if the type β  
terrorist is able to observe the government's strategy, 
its strategy will change in accordance with the gov-
ernment's strategy. The basic m odel deals with the 
situation where the terrorist is not able to observe the 
government's strategy . This gam e is dealt as a sub-
jective simultaneous game between the government 
and the terrorist. 



 

 

Further, it is assum ed that both the government 
and the terrorist do not know the actual ratio of the 
number of ty pe α  terrorists to the actual num ber of 
type β  terrorists. Let p and q, respectively, give the 
government's and the terrorist's belief with regard to 
the proportion of the type β  terrorists 0 < p, q <1. It 
is not necessary that p=q. The important assumption 
is that p is private inform ation only for the govern-
ment and q is private inform ation only  for the ter-
rorist. If the belief level of the governm ent p is high 
(low), it is implied that the government is more (less) 
concerned about potential terrorists and evaluates the 
terror risk as high (low). Similarly, if the belief level 
of the terrorist q is high (low), the terrorist expects 
that more (less) potential terrorist groups have a mo-
tive to attack the infrastructure site. The values of p 
and q are not common knowledge between the gov-
ernment and the terrorist. 

First, consider the gam e GΓ  that the governm ent 
subjectively plays. Fig.1 shows the structure of the 
game. In the game , the government has a belief p 
with regard to the existing proportion of the ty pe 

GΓ
β  

terrorists. Let Gsα  and Gsβ  be the strategies of the type 
α  and type β  terrorists in the gam e . With re-
gard to the optimal strategy of the type 

GΓ
α  terrorist, 

* 0Gsα =                                       (3) 

is always satisfied under the given conditions. With 
regard to the optimal strategy of the type β  terrorist, 

 is induced from the following: * 0Gsβ =

*

[0,1]
arg max { ( )}

G

G G G
s

s s U I r U D
β

β β δ
∈

∈ − − +        (4) 

where 1r = − r . From (4), the best response function 

of the type β  terrorist is described as follows: 

 

Fig. 1  Structure of the Government’s Subjective Game GΓ   
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On the other hand, the optim al strategy of the gov-
ernment is represented by 

*

[0,1]
arg max ( )

G

G G G Gps rL c ps Lβ β

δ
δ δ

∈
∈ − −  .     (6) 

Therefore, the best response function of the gov-
ernment is as follows: 

If G
cs

prL
β > ,   . * 1Gδ =

If G
cs

prL
β = ,   .                          (7) * [0,1]Gδ ∈

If G
cs

prL
β < ,  . * 0Gδ =

(1) and (2) implies that    

0
( )
U I

r U D
− 1< <
+

 .                             (8) 

Thus, the equilibrium of the subjective gam e played 
by the government is given as follows:  

If c p
rL

≥ , .  * *( , ) (0,1)G Gsβδ =

Otherwise, * *( , ) ,
( )G G
U I cs

r U D prL
βδ

⎛ ⎞−
= ⎜ ⎟+⎝ ⎠

.      (9) 

In the case where the government considers the terror 
risk to be low, the government does not implement a 



 

 

counter-terrorism measure, and expects that the type 
β  terrorist alway s attacks the infrastructure site. On 
the other hand, when the government's belief level p 
is high, the governm ent im plements a countermea-
sure with probability 

( )
U I

r U D
−
+

, and expects that the 

type β  terrorist attacks the infrastructure with 
probability c prL . 

Further let  and be the utilities of 
the government and the terrorist in the equilibrium s 
of the game . Then, and  are given 
as follows: 

[ ]G GE u [ ]T GE uβ

GΓ [ ]G GE u [ ]T GE uβ

If c p
rL

≥ ,  [ ]G GE u pL= −  , 

[ ]T GE u Uβ I= −  .                    (10) 

Otherwise,  [ ]G G
cE u
r

= −  ,  

[ ] 0T GE uβ =  .                         (11) 

In the same way, consider the subjective game TΓ  
that the terrorist play s. In the subjective game TΓ , 
the terrorist holds a belief q with regard to the pro-
portion of the type β  terrorists. Let [0,1]Tδ ∈  be the 
government's strategy  and  be the ty pe t 
terrorist's strategy. The equilibrium  of the gam e 

[0,1]t
Ts ∈

TΓ  
is given as follows: 

If  c q
rL

≥ ,  .  * *( , ) (0,1)T Ts
βδ =

Otherwise, * *( , ) ,
( )T T
U I cs

r U D qrL
βδ

⎛ −
= ⎜ ⎟+⎝

⎞

⎠
 .        (12) 

This result implies that if the terrorist's belief level q 
is low, the terrorist expects that the government does 
not implement a countermeasure, and always attacks 
the infrastructure site. Meanwhile, if the terrorist' s 
belief level q is high, the terrorist expects that the 
government im plements a countermeasure with 
probability 

( )
U I

r U D
−
+

, and the terrorist attacks with 

probability c qrL , which is based on the terrorist's 
belief level q. 
 
(2) Equilibrium of the Subjective Game 

The government and the terrorist take their optimal 
strategies based on the equilibrium strategies in each 
subjective game. The equilibrium  of the subjective 
game is given as follows: 

Case 1: max[ , ] cp q
rL

≤  

( )* *( , ) 0,1G Ts
βδ = .                            (13a) 

Case 2: cp q
rL

< <  

* *( , ) 0,G T
cs

qrL
βδ

⎛
= ⎜
⎝ ⎠

⎞
⎟ .                     (13b) 

Case 3: cq p
rL

< <  

* *( , ) ,1
( )G T
U Is

r U D
βδ

⎛ −
= ⎜ +⎝ ⎠

⎞
⎟ .            (13c) 

Case 4: min[ , ]c p q
rL

≤  

* *( , ) ,
( )G T
U I cs

r U D qrL
βδ

⎛ ⎞−
= ⎜ ⎟+⎝ ⎠

.        (13d) 

In case 1, the belief levels of both the government 
and the terrorist with regard to the proportion of the 
type β  terrorist are low. In this case, the government 
does not im plement a counterm easure and the ter-
rorist always attacks the infrastructure site. In Case 2, 
the belief level of the governm ent is low but that of 
the terrorist is high. In this case, the government does 
not im plement a counterm easure and the terrorist 
attacks randomly. Meanwhile, in Case 3, the belief 
level of the government is high but that of the ter-
rorist is low. In this case, the government implements 
a countermeasure randomly and the terrorist alway s 
attacks. In Case 4, the belief levels of both the gov-
ernment and the terrorist are high. In this case, both 
the governm ent and the terrorist behave random ly. 
Note that from the viewpoint of the governm ent, 
Case 2 is better than Case 1 and Case 4 is better than 
Case 3.  

 
(3) Warnining Policy for Terrorist’s Synchro-
nized Belief with the Government’s Belief 

Let us consider the case where the government has 
a relatively low belief  p that is less than c rL . This 
case corresponds to Case 1 and Case 2. From  the 
government’s equilibrium  strategy , the government 
does always not implement a countermeasure. On the 
other hand, as for the the equilibrium strategy by the 
terrorist, if the terrorist’s belief q is higher than c rL , 
the terrorist attacks infrastructure with probability 
c qrL . Otherwise, the terrorist always attacks. This 
result implies that the government that has a relatively  
low belief would like the terrorist to keep a relatively  
high belief. Thus, the governm ent keep silent w ith 
respect to the belief the government forms.  

Next, let us consider the case where the government 
has a relatively high belief p that is higher than c rL . 
This case corresponds to Case 3 and Case 4. In such 
cases, the governm ent alway s im plements a coun-



 

 

ter-terrorism m easure with probability  
( )
U I

r U D
−
+

. On 

the other hand, if the terrorist form s a higher belief  q 
that is higher than c rL , the terrorist attacks with 
probability c qrL ; otherwise, the terrorist always at-
tacks the infrastructure site. This result implies that the 
government would like the terrorist to form  a higher 
belief because the probability the terrorist attack the 
infrastructure site is low er. Thus, the government has 
an incentive to make the terrorist’s belief  high by  the 
disclosure of the governm ent’s belief p. When the 
government forms a relatively  high belief and the ter-
rorist forms a relatively low belief, the government can 
reduce the probability the terrorist attacks by disclosing 
the governm ent’s belief and changing the terrorist’s 
belief from q to p. It is clear that when the terrorist has 
already formed a high belief, the disclosure of the 
government’s belief does not affect the terrorist’s de-
cision on the terror attack; however, when the terrorist 
forms a low  belief, the governm ent can disclose the 
belief p and change the terrorist’s belief q to p. This 
disclosure policy for the terrorist’s synchronized belief 
with the governm ent’s belief  can induce the less 
probability of terror attacks. That is, when the gov-
ernment forms a higher belief, the governm ent should 
warn the terrorist’s threat to the public, but when the 
government form s a low er belief, the government 
should keep silent to the public. Adopting this disclo-
sure policy, the equilibria of Case 3 is changed to that of 
Case 4; therefore Case 1, Case 2 and Case 4 can be 
actuarized. This is the policy implication from the basic 
model analysis using subjective game. These results is 
summarized as the following proposition 1.  
 
Proposition 1 
 If the government forms a lower belief on the exis-
tence of terrorist, the government should keep silent 
with respect to the belief the government has. If the 
government forms a higher belief, the government 
disclose the belief and promote to synchronize the 
terrorist’s belief with the government’ belief.   

 
 

3. DISCLOSURE STRATEGY UNDER 
TERROR ATTACKS 

 
(1) Preliminary Settings 

The developed m odel considers the disclosure 
strategy taken by  the governm ent. Let M

GΓ  be the 
subjective gam e play ed by  the governm ent. Let 

 be the disclosure strategy  taken by 
the government who chose a countermeasure strategy 

( ) [0,1M
G Gm δ ∈ ]

M
Gδ  in the subjective gam e M

GΓ .  implies 

that the government discloses that it is implementing 
a counter-terrorism measure.  implies that 
the government discloses that it is not im plementing 
a counter-terrorism  m easure.  
implies that the government declines to disclose any  
information. Please note that it is assum ed that the 
government is prohibited from  ly ing to the public. 
That is, in the case where the governm ent did not 
actually implement a counterm easure, it cannot 
falsely claim to have implemented a countermeasure, 
and vice versa. While the lies told by the government 
can be legitim ated on grounds of preventing terror 
attacks, the government is severely criticized in case 
the disclosed information turns out to be false. This 
paper does not deal with this issue, and leaves it for 
future research. Taking into account the govern-
ment's disclosure strategy , the terrorist can receive 
three types of information: 

(1) 1Gm =

(0) 0Gm =

(1) (0) 0G Gm m= =

{1,0, }M φ∈ . M=1 refers 
to the information that the government implements a 
counter-terrorism measure. M=0 refers to the infor-
mation that the governm ent does not im plement a 
counter-terrorism m easure. When the terrorist re-
ceives inform ation M φ= , the terrorist does not 
have any information with regard to the im plemen-
tation of a countermeasure. On the basis of M, let us 
define the strategy  of the ty pe t terrorist as 

. ( ) [0,1]t
Gs M ∈ ( ) 1t

Gs M = ( ) implies that 
the type t terrorist receives information M and attacks 
(does not attack) the infrastructure site. Fig.2 shows 
the structure of the governm ent's subjective gam e 

( ) 0t
Gs M =

M
GΓ . 
 

(2) Government's Incentive for Disclosure 
In the game M

GΓ , the optimal strategy with regard 
to a countermeasure for the type α  terrorist is given 
as 

* * *(1) (0) ( ) 0G G Gs s sα α α φ= = = .            (14) 

That is, the type α  terrorist's optimal strategy  with 
regard to a counterm easure does not depend on the 
information it receives. The type α  terrorist does not 
have an incentive to attack the infrastructure site. 
Meanwhile, the ty pe β  terrorist's optim al strategy  
depends on the inform ation it receives. Under the 
conditions (1) and (2), the optimal strategies   *(1)Gsβ

and  are given as *(0)Gsβ
*(1) 0Gsβ = , and 



 

 

 
 

Fig. 2  The Structure of the Government’s Subjective Game Considering Disclosure Strategy M
GΓ  

*(0) 1Gsβ =   .                            (15) 

That is, the type β  terrorist does not attack the in-
frastructure site when it obtains the inform ation that 
the governm ent im plemented a counter-terrorism 
measure; meanwhile, the type β  terrorist attacks the 
infrastructure site when it obtains the information 
that the governm ent did not implement a counter-
measure. When the type β  terrorist does not receive 
any information, the optimal strategy is given by the 
following equation: 
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    (16) 

where 1M M
G Gδ δ= − , (1) 1 (1)Gm m= − G , and 

(0) 1 (0)Gm m= − G . With regard to the optimal dis-
closure strategy, when the government implements a 
countermeasure, the optim al disclosure strategy 

 is given by * (1)Gm

*

(1) [0,1]
(1) arg max

G

G
m

m
∈

=  

{ }(1) (1) (1) ( )
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p c m rLs m rLs
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α αδ
φ

δ δ
− + +

+

(1) [0,1]
arg max (1) ( )

G

G G
m

c pm rLsβ φ
∈

= − −                               (17) 

where 1p p= − . That is, 

* (1) 1Gm =   .                             (18) 

Meanwhile, when the government did not implement 
a countermeasure, the optim al disclosure strategy  

 is given by * (0)Gm

{ }

{ }

*

(0) [0,1]

(0) [0,1]

(0) arg max (0) (0) ( )

arg max (0)(1 ( )) ( )
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∈

∈

∈ − +

= − − +
 (19) 

That is, 
* (0) 0Gm =  .                            (20) 

Then, from (18) and (20), the optim al countermea-
sure strategy *( )Gsβ φ  is revised as 

*

( ) [0,1]
( ) arg max ( )( )

G

G G
s

s s U I
β

β β

φ
φ φ

∈
= −            (21)  

Then, from (1), the optim al strategy *( )Gsβ φ  is given 
as 

*( ) 1Gsβ φ =  .                       (22)  
The government's optim al counterm easure strategy  

*M
Gδ  is given by the following equation: 
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With regard to *M
Gδ , 

if cp
L

≥ ,   . * 1M
Gδ =

Otherwise,  .                   (24) * 0M
Gδ =

The equilibria of the subjective gam e M
GΓ  are sum-

marized as follows: 

if cp
L

≥ ,   

( )* * *, (1), (0) (1,1,0M
G G Gm mδ = )

)

 and 

( )* * *(1), (0), ( ) (0,1,1)G G Gs s sβ β β φ =  .       (25a) 

Otherwise, . 

( )* * *, (1), (0) (0,1,0M
G G Gm mδ =  and 

( )* * *(1), (0), ( ) (0,1,1)G G Gs s sβ β β φ =  .       (25b) 

That is, when the government's belief level is high, it 
implements a counter-terrorism m easure and dis-
closes the same to the public. Meanwhile, when the 
government's belief level is low, it does not imple-
ment a counterm easure and does not disclose any 
information. Then, the government's subjective util-
ity in the equilibrium  of the gam e M

GΓ  is given as 
follows: 

if cp
L

≥ ,  [ ]M
G GE u c= − , 

Otherwise, [ ]M
G GE u = −pL  .            (26) 

Thus, the following proposition is obtained. The 
proof of proposition 2 is omitted due to the lim ited 
space.  

 
Proposition 2 

Irrespective of the government's belief with regard 
to the proportion of the type β  terrorists, the gov-
ernment's subjective utility increases or remains the 
same by taking into account the government's dis-
closure strategy with respect to the implementation 
of anti-terrorism countermeasure.  

 
(3)Equilibria of the Subjective Game Taking into 
Account the Disclosure Strategy 

Consider the situation where the terrorist recog-

nizes that the government takes the disclosure strat-
egy into account. Then, the terrorist acts in response 
to the governm ent's disclosure strategy . When the 
terrorist receives information M=1, it considers that 
the government implemented a counterm easure be-
cause the disclosed inform ation is assum ed to be 
trustworthy. On the other hand, when the terrorist 
receives no inform ation about a countermeasure 
strategy, it considers that the governm ent did not 
implement a counterm easure. Let *( )t

Ts M  be the 
optimal strategy of the type t terrorist who receives 
information M. Then, the equilibria of the subjective 
game taking into account the government's disclosure 
strategy are given as follows: 

Case 5: cp
L

≥  

( )* * * *, (1), (1), (1) (1,1,0,0M
G G T Tm s sα βδ = )        (27a) 

Case 6: cp
L

<                                                      

( )* * * *, (0), ( ), ( ) (0,0,0,1)M
G G T Tm s sα βδ φ φ =     (27b) 

In case 5, as the government's belief level p is high, it 
implements a counter-terrorism m easure and dis-
closes inform ation about the sam e; m eanwhile, the 
type β  terrorist receives information that the gov-
ernment has implemented a countermeasure and does 
not attack the infrastructure site. In case 6, the gov-
ernment's belief level p is low and it does not im -
plement a counter-terrorism  m easure and does not 
disclose any  inform ation; m eanwhile, the type β  
terrorist receives no information and decides to attack 
the infrastructure site. Note that the terrorist's belief 
level q does not play  a role in the equilibria of the 
subjective game that takes into account the govern-
ment's disclosure strategy. The terrorist's recognition 
of the government's disclosure strategy provides the 
link between two subjective gam es, and the gov-
ernment's belief level p crucially affects the equilib-
riums. 

 
(4)Objective Utilities of the Subjective Game 

Let R be the true ratio of the type β  terrorists. 
Consider the situation in which both the government 
and the terrorist cannot know the exact value of R, 
and the objective ratio R does not necessarily  corre-
spond to the government's belief level p and the ter-
rorist's belief level q. Then, the objective utilities of 
the government and the terrorist are formulated using 
the equilibrium strategies of the subjective game. Let 
us assume that 

( )RL RrL c> >                      (28) 



 

 

The inequality implies that when the terrorist decides 
to attack the infrastructure site in any strategic situa-
tion, the governm ent implement a counter-terrorism  
measure. Note that the governm ent and the terrorist 
do not know the exact value of R, and as such, this is 
the hidden condition for both. 

Consider the gam e in which the governm ent and 
the terrorist have not considered the governm ent's 
disclosure strategy. This situation corresponds to the 
basic game in section 2. Let [ ]G oE u  be the expected 
objective utility of the government. Then, the objec-
tive utility of the government is described as follows: 

Case 1: max[ , ] cp q
rL

≤  

[ ]G oE u = −RL                               (29a) 

Case 2: cp q
rL

< <  

[ ]G o
RcE u
qr

= −                              (29b) 

Case 3: cq p
rL

< <  

( )[ ]
( )G o

RL I D U IE u
U D r U D

+ −
= − −

+ +
c      (29c) 

Case 4: min[ , ]c p q
rL

≤  

( )[ ]
( ) ( )G o

Rc I D U IE u
qr U D r U D

+ −
= − −

+ +
c     (29d) 

Next, let us consider the gam e in which both the 
government and the terrorist consider the disclosure 
strategy by the government. Then, the objective util-
ity of the government [ ]M

G oE u  is described as fol-
lows: 

Case 5: cp
L

≥         [ ]M
G oE u = −c  .                      (29e) 

Case 6: cp
L

<        [ ]M
G oE u = −RL    .             (29f) 

Thus, the following proposition is obtained. The 
proof of  proposition 3 is om itted due to the limited 
space.  

 
Proposition 3 

Taking into account the government's disclosure 
strategy with respect to the implementation of anti-
terrorism countermeasure does not necessarily lead 
to an increment in the government's objective utility. 
When the terrorist's belief level q is relatively high, 
the government's consideration of the disclosure 
strategy decreases the government's objective utility. 

 
5. CONCLUSION 

 This paper analy zed the disclosure strategy with 
regard to the im plementation of countermeasures 
against terror attacks. In the paper, the game between 
the government and the terrorist is formulated as a 
subjective game, and the disclosure strategy  by  the 
government plays a role in the linkage between the 
government's and the terrorist's subjective games. In 
conclusion, it is shown that the government's objec-
tive utility  does not alway s increase by taking the 
disclosure strategy  into account. Of course, the re-
sults are obtained in the assumed situation; however, 
the im plication of these results particularly  those 
pertaining to the disclosure of the implementation of 
a counter-terrorism  m easure to the public deserves 
careful and thoughtful consideration. In particular, 
the disclosure by the governm ent may trigger terror 
attacks in the case where the terrorist has a relatively 
high belief of terrorism threat.  

To obtain more detailed policy implications about 
the disclosure strategies, the m odel needs to be fur-
ther developed. First, the model deals with the situa-
tion where the governm ent takes care of one infra-
structure site; however, the government has many 
infrastructure sites that need to be protected from  
terrorists. Considering the m ultiple infrastructure 
sites, the positive or negative externalities of the 
countermeasures em erge as problem s plaguing the 
disclosure policy . The allocation of resources to 
prevent terror attacks is also an im portant topic. 
Therefore, we need to extend the model where the 
government has several ty pes of infrastructure sites. 
In addition, this paper assum es that the terrorist is 
rational. However, in the real world, terrorists often 
behave irrationally . Therefore, robust disclosure 
strategies should be investigated to prevent irrational 
terror attacks. These issues will be addressed in fu-
ture studies. 
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This study presents a vi bration-based health monitoring of short  span bri dges by an i nspection car so 
called a drive-by bridge monitoring. This paper also covers brief statements about the level of screening 
using the inspection car. Feasibility of the drive-by bridge monitoring is investigated through a scaled la-
boratory moving vehicle experiment. The feasibility of using an instrumented vehicle to detect the natural 
frequency and changes in structural damping of a model bridge is observed. Observations also demonstrate 
possibility of diagnosis of bridges by com paring patterns of identifie d dynam ic param eters of bridges 
through a periodical monitoring. It is confirmed that the method for damage identification under a moving 
vehicle well identifies the damage location and severity.   
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1. INTRODUCTION 
 

This study presents feasibility investigations for a 
drive-by bridge health monitoring (BHM) especially 
for short span bridges which account for the majority 
of bridge stocks. Actually , large portions of bridges 
located on municipalities are also short span bridges, 
but have not been m aintained properly  because of 
budget restrictions of local governments. Developing 
a rapid and cost-effective tool for BHM, therefore, is 
an im portant technical issue. How to excite short 
span bridges is another challenge for the vibra-
tion-based BHM because short span bridges are in-
sensitive or sometimes im passive to external dy -
namic sources such as wind loads, ground vibrations, 
etc. Of course, the norm al traffic excitations are 
important dy namic sources, but a very cautious 
approach is required to use traffic-induced vibrations 
of short span bridges because the traffic-induced 
vibration is a kind of non-stationary process1). 

Despite of the non-stationary  property of the traf-

fic-induced vibration of bridges, the traffic excitation 
is still an attractive dy namic source for the vibra-
tion-based health m onitoring of short span bridges. 
An idea to utilize the traffic-induced vibration for 
BHM is in the drive-by monitoring using an inspec-
tion vehicle. A strong point of the drive-by  moni-
toring is the ready  excitement by the inspection ve-
hicle. Another advantage of the drive-by  monitoring 
is its rapidity, because the inspection car can acquire 
and process the data while traveling on bridges. The 
inspection car also carries bridges’  vibrations. It is 
expected, therefore, that the inspection car has three 
major functions like an actuator, data acquisition and 
message carrier. 

The HERMES of FHWA2) has already  been de-
veloped just focusing on use of im aging radar for 
scanning bridge decks. Furukawa et al. 3) em ploy 
vehicle’s acceleration responses for pavem ent diag-
nostic. Interesting attem pts to identify  bridge fre-
quencies using vehicle’s vibration data were theo-
retically verified 4-6) . However, their approaches are 
feasible for extracting the natural frequency  of 



 

 

bridges within restricted conditions such as the 
bridge with very smooth roadway surface profiles. 

Three levels of bridge condition screening based 
on the drive-by monitoring are proposed in this study, 
and feasibility of the condition screening methods is 
examined through a scaled laboratory experiment. 
 
 
2. METHODOLOGY 
 

Three major techniques considering in this study 
to realize the drive-by BHM are the level 1 screening 
method which m onitors the bridge frequency esti-
mated from the vehicle’s vibration data, the level 2 
screening m ethod based on the m odal parameter 
identification using the data transmitted from the 
bridge to the inspection car, and the level 3 screening 
method for the damage identification which uses data 
both from the vehicle and bridge. 

It is noteworthy  that the level 1 screening is 
adopted for a rapid health screening tool with sacri-
fice of the accuracy. The level 2 screening expecting 
to offer better information than the level 1 screening 
is a kind of global condition screening of bridges 
using identified frequencies,  damping constants and 
mode shapes. The level 3 screening is adopted to 

identify dam age location and severity  when some 
diagnostic symptoms are detected through level 1 or 
level 2 screening. Theoretically  feasibility  of all 
methods is explainable using the dy namic equations 

of the bridge-vehicle interactive sy stem shown in 
Fig. 1 and following equations. 

To make the problem sim ple a 2DOF vehicle 
model is considered as shown in Fig. 1, where zv(t) 
and vy(t) respectively represent vehicle’s bounce and 
pitching motions. In that figure, mv denotes the ve-
hicle m ass. Additionally , kvs and cvs respectively  
denote the spring constant and damping coefficient at 
the s-th axle of the vehicle. The subscript s indicates 
the position of an axle: that is, s = 1 and s = 2 re-
spectively signify the first (or front) and second (or 
rear) axles. Distances from  the vehicle’ s center of 
gravity to respective axles are denoted byx1 and x2. 
z0(xs(t)) indicates the roadway surface roughness at a 
position of xs(t) from  the bridge entrance which is 
assumed as the reference position. 

Equations of motion for the 2DOF vehicle can be 
formulated as shown in Eqs. (1) and (2). Therein 
w(xs(t), t) represents the time-variant displacement of 
the bridge at the contact point of the tire located xs(t) 
from the reference position.  

The combination of the interaction force at the 
contact point of a vehicle wheel with the dy namic 
equation of motion of a bridge provides equations of 
motion for the bridge-vehicle interactive system. The 
dynamic equation of a bridge under a moving vehicle 

is definable as 


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Fig. 1 Scheme of a bridge-vehicle interactive system in moving vehicle laboratory experiment. 
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where Mbr, Cbr and Kbr respectively  represent the 
mass, damping, and stiffness m atrices of the bridge. 
qr(t) is the displacement vector; over dots denote 
derivatives with respect to tim e. )(tsψ  is a load dis-
tribution vector to each node of the element on which 
a tire contacts.  

Ps(t) in Eq. (3) denotes the wheel load at a tire and 
is definable as 

)()(1)( tktcgmtP svssvsv
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where, s(t) denotes the relative vertical displacement 
at the s-th axle of the vehicle and is defined as 
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A goal for the level 1 screening is extracting 

changes of bridge’s dy namic features from  the ve-
hicle vibrations since dy namic equations of m otion 
of the vehicle traveling on a bridge clearly  contain 
the term  relating to bridge’ s responses such as 
w(xs(t), t) as shown in Eqs. (1) and (2). It means that if 
dynamic properties between the vehicle and bridge 
are clearly different and m oreover the am plitude of 
the bridge response is big enough then the probability 
to detect bridge’s frequencies increases. 

Both level 2 and level 3 screenings basically  rely 
on bridges’ vibration data actuated by the inspection 
vehicle travelling on the bridge. The discrepancy  
between two methods is in the use of external forces 
generated by the moving vehicle. In other words,  the 
level 2 screening is an output only  method. On the 
other hand, the level 3 screening needs both bridge’s 
vibration data and vehicle’s dynamic wheel loads.  

The eigensy stem realization algorithm (ERA)7) 
based on the state space equation of the dynamic 
system is adopted for the level 2 screening. Details of 
the process are obtainable from  the reference 8),9). 
From Eq. (3) the state vector x(t) for the equation of 
motion of a bridge under a m oving vehicle is defin-
able as  
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If mt Ry )(  denotes output of the bridge structure 
taken from  m observation points, then the corres-
ponding state equation of a continuous-tim e system 
is described as 

)()()( ttt BwAxx                         (7) 

)()( tt Cxy                              (8) 

where, A , B  and C  respectively denote sy stem, 
input influence and output influence matrices. Espe-
cially, C is a transform ation m atrix m apping the 
position of system degrees of freedom with measured 
outputs which consists of zero or one. w(t) denotes 
external effects (or noise effects) to the system.  

This study  adopts the AR model8),9) to identify  
dynamic properties of the system A shown in Eq. (7) 
assuming white noise excitations. In practice, how-
ever, ambient vibration responses observed in oper-
ation, which are not white noise excitations actually 
and are sometimes non-stationary  vibrations, are 
used in the modal parameter identification.  

Despite of the non-stationary  property of the traf-
fic-induced vibration, the idea of the level 2 screen-
ing even using the traffic-induced vibration of short 
span bridges for their modal identification is that the 
modal parameters identified repeatedly under a given 
moving vehicle can provide a pattern or even a sta-
tistical one which m ay give a useful inform ation to 
make a decision for the bridge’s health condition.  

The concept of the level 3 screening is based on the 
fact that the stiffness distribution in the structure is 
induced to change as a result of damage. This change 
is detectable by measuring dynamic responses under 
the inspection vehicle whose dynamic wheel loads or 
dynamic properties are known. The linear equation 
for bridge’ s structural stiffness can also be derived 
from Eq. (3) as shown in Eq. (9) which is a pseu-
do-static formulation showing change of structural 
stiffness. 

Kbrqr(t) = f(t)                          (9) 

In that equation, the force vector is definable as 

)()()()()(
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     (10) 

The change of stiffness Kbr in Eq. (9) provides 
information about the change of the bridge’s stiffness 
due to dam ages. Detecting the change in Kbr is the 
basic concept of the dam age identification proposed 
for the level 3 screening. The change of the element 
stiffness is also obtainable using the element stiffness 
index (ESI), which is definable as 

i
be

d
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e K

K
                              (11) 



 

 

where e is the element stiffness index, and i
beK  and 

d
beK  signify the stiffness of the e-th elem ent of an 

intact and damage states, respectively. 
Estimating the ESI is the final goal for the level 3 

screening. Details of the methodology can read from 
the authors’ existing research 10). A noteworthy point 
is that the ESI value is unity for intact state, meaning 
that the value is less than unity for damaged mem-
bers. 
 
 
3. EXPERIMENT 
 

A scaled moving vehicle laboratory experiment is 
performed to investigate feasibility  of the drive-by 
health monitoring. The experim ent setup is summa-
rized in Fig. 2. Roadway profiles are also considered 
in the experiment.  

As for the experiment to examine the feasibility of 
the level 1 screening, the dam ping of the bridge is 
varied in this experiment by  apply ing old displace-
ment transducers at particular points on the bridge in 
addition to a 17.8kg m ass added at m idspan. The 
layout of these transducers is illustrated in Fig. 2 (b), 
in which the dam pers are denoted by  the alphabets 
from A to E. The old transducers are used as they 
provide frictional resistance to bridge displacements 
at the chosen locations. The dam ping constant 
changes from 1.4% of intact case to 2.1% and 4.3% 
due to addiotnal damper at the span center and five 
additional dampers respectively. The additional mass 
is used to adjust the frequency  of the bridge as fre-
quently dam age which causes changes in damping 
may cause som e changes in frequency .  The addi-
tional mass causes change of the natural freqeucny  
for the first bending mode from 2.7Hz to 2.5Hz.  

Two damage scenarios are considered in the ex-
periment to investigate feasibility  of the level 2 and 
level 3 screenings: as for the first damage scenario 
(hereafter D1), three saw cuts are applied to both 
sides of web plates at ELEM No.2 of the bridge; the 
second dam age scenario (hereafter D2) considers 
both saw cuts at ELEM No.2 and cut-out at ELEM. 
No.4. For damage scenario D1, the bending rigidity  
of the member decreases to around 89 % of the intact 
state. About 23 %  loss of bending rigidity  of the 
damaged member is observed due to the dam age 
scenario D2. Natural frequencies estimated from free 
vibrations for the intact bridge is 2.7Hz. The natural 
frequencies of the dam aged bridges according to 
damage scenarios D1 and D2 are 2.6 Hz and 2.5 Hz, 
respectively. Apparently the damage causes decrease 
of natural frequencies.  

(a) model bridge under moving vehicle 
 

(b) experimental setup for level 1 screening 

(c) for level 2 and 3 screenings with damage scenario of D1 

(d) for level 2 and 3 screenings with damage scenario of D2

Fig. 2 Experimental setup, obser vation points and damage sce-
narios. 
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(b) D2 

Fig. 3 Time histories of model bridge and vehicle. 

 



 

 

During the experiment, three different vehicle 
models of which the natural frequency of the bounce 
motion is changeable using a different set of mass 
and spring are considered in the experim ent. Three 
vehicles, called as VT-A, VT-B and VT-C, are used 
in the experiment. Natural frequencies for the bounce 
motion of those vehicle models are respectively 2.93 
Hz, 3.76 Hz and 3.03 Hz. Two different speeds of 
S1=0.93 m/s and S2=1.63 m /s are adopted to inves-
tigate the effect of the vehicle speed to the screening 
results. Six traffic scenarios are considered as: SCN1 
of VT-A vehicle traveling with speed S1; SCN2 of 
VT-A vehicle traveling with speed S2; SCN3 of 
VT-B vehicle traveling with speed S1; SCN4 of 
VT-B vehicle traveling with speed S2; SCN5 of 
VT-C vehicle traveling with speed S1; and SCN6 of 
VT-C vehicle traveling with speed S2.  

Three points at 1/4, 1/2, and 3/4 of the span length 
are the observation points. As for vehicles, front and 
rear axles of the vehicle are observation points. The 
sampling rate of signals is 100Hz. Exam ple time 
histories of responses at the m idspan as well as the 
acceleration response for the vehicle’ s bounce m o-
tion at the rear axle are shown in Fig. 3. They are the 
responses under the loading scenario SCN3 which 
the VT-B vehicle travels on the bridge with speed S1. 

 
 

5. CONDITION SCREENING 
 
(1) Level 1 screening 

Fig. 4 com pares the m ean acceleration spectra of 
the bridge and vehicle obtained in all scenarios for 5 
crossings of vehicle VT-A at speed S1. The bridge 
frequency peak at 2.44 Hz occurs in both Fig. 4(a) 
and (b). It can be seen that as the damping increases 
i.e. from ‘Intact’ to ‘C’ to ‘ABCDE’, the peak mag-
nitude at the bridge frequency  in the vehicle spectra 
decreases. This trend also occurs at the peak in ve-
hicle spectra at 3.91 Hz. This suggests it is possible to 
detect changes in bridge dam ping. It is noteworthy 
that the dominant frequency of bridge in Fig 4(a) is 
biased from the natural frequencies of the bridge and 
vehicle. 

For all scenarios investigated but om mited in this 
paper, the bridge frequency was identified in the 
vehicle spectra. It is clear that selection of vehicle 
speed is an im portant factor in the detection of the 
bridge frequency . The higher speed, S2 = 1.63m/s, 
provides larger m agnitude peaks in the spectra but 
the spectral resolution is not as high as for speed S1.  
For VT-A vehicle and speed of S1, changes in 
damping are detected in the vehicle spectra. These 
results indicate that to confirm  the feasibility of the 
system, further investigation of vehicle configura-

tion, speed and girder dam ping scenarios is neces-
sary. 

 
(2) Level 2 screening 

  
(a) bridge midspan 

 

 
(b) front axle of vehicle 

 
Fig. 4 Spectra of mean acceleration responses: VT-A for 

speed S1 of 0.93m/s. 
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(a) observed frequency near 3Hz  
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(b) observed freqeucny near 23Hz 
Fig. 5 Variation of identified frequencies for level 2 screening.

 

 
(a) observed damping constant corresponding to the frequency

of Fig.5(a)  
 

 
(b) observed damping constant corresponding to the frequency

of Fig.5(b)  
 

Fig. 6 Variation of identified damping constants fro level 2 
screening. 



 

 

Modal parameter identification by the AR model is 
conducted using experim ental data taken from  the 
intact model bridge and the dam aged model bridge 
under the damage scenarios D1 and D2. The pattern 
change of identified sy stem modal parameters such 
as dominant frequencies and corresponding damping 
constants is investigated. The reason to take notice of 
dominant dynamic parameters is that traffic-induced 
bridge vibrations are usually  affected by  vehicle’s 
dynamic properties and as a result are not directly  
linked to natural modal parameters of the bridge itself 
as already shown in Fig. 4. Therefore this study  fo-
cuses on the dominant dynamic parameters instead of 
natural modal parameters. 

Dominant frequencies and sy stem dam ping con-
stants estimated from the data taken from  the six 
traffic scenarios are sum marized in Figs. 5 and 6, 
respectively. Therein the solid circles, solid triangles 
and solid squares respectively  denote the identified 
parameter from intact and damaged bridges with D1 
and D2 dam ages under vehicle speed S2=1.63m/s. 
Those of empty are the identified results under ve-
hicle speed S1=0.93m /s. It demonstrates that the 
effect of the vehicle sy stem to bridge vibrations, so 
called traffic-induced vibrations of bridges or 
non-stationary vibrations, increases with increasing 
speed, and as a result the identified results under 
higher vehicle speed yield to more biased results than 
those of lower speed. 

A clear pattern change of identified dominant 
frequencies can be read from  Fig. 5 despite of their 

severe variations. The higher frequency provides 
more apparent pattern changes according to the 
damage as shown in Fig. 5(b).  

Usually the dam ping constants derived from  ei-
genvalue of a system matrix may be subject to ap-
preciable error7), and as a result larger coefficient of 
variance than that of the identified frequency  is ob-
served as shown in Fig. 6. However, despite of their 
appreciable error the pattern change of identified 
damping constants due to the damage is apparent. 

The point made here is that the pattern change of 
system modal parameters using the traffic-induced 
vibration data excited by  the m oving vehicle can 
provide information for health condition of short 
span bridges.  

 
(3) Level 3 screening 

This section is devoted to discussing the feasibility 
of the level 3 screening which aim s to identify  
damages. The identified ESI values for D1 and D2 
are summarized in Fig. 7. For D1, the damage on the 
element No.2 is well identified by the proposed m e-
thod except SCN3, the loading scenario 3, which 
identifies ELEM. No.1 as the most suspected damage 
member rather than ELEM. No.2. Unfortunately the 
reason for the unsuccessful identification is not clear 
yet. The percentage term s in Fig. 7 denote the error 
relating to identifying severity of damages. The error 
varies up to 4.5 %, and it demonstrates the proposed 
method can also presume the damage severity. Con-
sidering D2, suspected dam age locations are also 
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Fig. 7 Identified damage location and severity by level 3 screening. 

 



 

 

well identified. The damage severity of each member 
is identified within the error of 7.0 % for the damaged 
member ELEM. No.2 and within the error of 8.3 % 
for the damaged member ELEM. No.4.  

Observations from the experimental investigation 
demonstrate that the location and severity of damages 
are constantly  identified without great variation ac-
cording to vehicle ty pe and speed, even though the 
vehicle with sim ilar frequency  characteristics with 
bridge’s fundam ental fre quency and higher speed 
may give better chance to identify  both severity and 
location. 
 
 
6. CONCLUSIONS 
 

This paper investigates feasibility  of the drive-by  
bridge health monitoring through a scaled laboratory 
moving vehicle experiment. The summarized results 
are as follows. 

The bridge frequency was identified in the vehicle 
spectra. It is clear that selection of vehicle speed is an 
important factor in the detection of the bridge fre-
quency. The higher speed, S2 = 1.63m /s, provides 
larger magnitude peaks in the spectra but the spectral 
resolution is not as high as for speed S1 = 0.93m/s. 
For vehicle VT-A and speed S1, changes in damping 
are detected in the vehicle spectra. These results 
indicate that it is possible to detect the bridge fre-
quency and changes in damping from the accelera-
tion measurements of a moving vehicle. To confirm 
the feasibility of the sy stem, further investigation of 
vehicle configuration, speed and girder damping 
scenarios is necessary. 

Pattern change of sy stem modal parameters using 
the traffic-induced vibration data excited by  the 
moving inspection vehicle can provide information 
for health condition of short span bridges. It also 
demonstrates that the effect of the vehicle sy stem to 
bridge vibrations, so called traffic-induced vibrations 
of bridges or non-stationary  vibrations, increases 
with increasing speed, and as a result the identified 
results under higher vehicle speed y ield more biased 
results than those of lower speed. 

Location and severity  of damages are constantly 
identified without great variation according to ve-
hicle type and speed, even though the vehicle with 
similar frequency characteristics with bridge’ s fun-
damental frequency and higher speed may give better 
chance to identify both severity and location.  

Many further investigations are necessary to make 
the method practically applicable, such as how sen-

sitive the method is under various kinds of damages. 
Another great challenge is realizing data acquisition 
both from moving vehicle and bridge sim ultaneous-
ly. Wireless sensing may be a solution. The school of 
remaining problems is now under investigating. 
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This paper overviews the assessment project that has been recently  completed by  the Bangkok 
Metropolitan Administration (BMA) as a part of the maintenance program to investigate the safety , 
remaining fatigue life, and serviceability of  major flyover bridges in Bangkok. A total of eleven steel 
flyover bridges, which are all the slab-on-girder type, were inspected and were tested by heavy truck 
loads to investigate the bridge actual behaviors and validate the three dimensional finite element 
modeling. Then the safety  levels of all bridges under certain conditions of loadings are estimated. 
Their remaining service lifes and the serviceability levels are evaluated based on recorded data ob-
tained from in-service monitoring of traffic and bridge responses for about one week. 

 
   Key Words : steel flyover bridges,bridge load test, fatigue life assessment, bridge servicceability 

 
 
1. INTRODUCTION 
 

Steel bridges have been com monly employed for 
flyover bridges over many intersections in Bangkok, 
Thailand, mainly because the construction tim e is 
much faster than the ordinary  concrete type.   Two 
basic girder types are I- and box-girders. The 
I-girders have been utilized for straight or skewed 
spans, while the box-gird ers for curved spans as 
shown in Fig.1. For m ost bridges, the m ain spans 
over the intersection utilize the orthotropic steel 
decks having span lengths from 35-50 meters and the 
typical spans em ploy the com posite construction 
with concrete decks, i.e., pre-cast concrete deck and 
cast-in-place concrete in conjunction with the formed 
steel deck, having span lengths of 20-25 m eters. 
Fig.2 shows the com posite construction using shear 
studs to transfer horizontal shear between with the 
pre-cast concrete and steel I-girders. 

Recently, the Bangkok Metropolitan Adm inistra-
tion (BMA) has completed an assessment project as a 
part of the m aintenance program  to investigate the 

safety, rem aining service life, and serviceability of 
eleven steel fly over bridges in Bangkok for future 
decision on m odification, strengthening and repair. 
Most of these bridges have been constructed for over 
fifteen years. The preliminary investigation indicated 
some corrosion and distortion of bridge members. 
Complaints from bridge users about vibration and 
feeling of unsafe were also reported.  
 

The main objectives of the project were : 
(a)  to assess the current bridge’s condition  
(b) to perform the field load test and load rating 
(c) to assess the remaining fatigue life  
(d) to measure the traffic-induced vibration  
(e) to evaluate the existing earthquake resistance 
  
This paper briefly summarizes the project covering 

field inspection work, the field load test and moni-
toring, the finite elem ent analy sis, the fatigue re-
maining life estim ation and the serviceability  
evaluation.  
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(b) 
 
Fig.1 Orthotropic steel decks at main spans (a) I girders (b) box 

girders 
 
 
 
 

 
 

(a) 
 

 
 

(b) 
 

Fig.2 Composite girders at typical spans (a) precast concrete and 
(b) cast-in-place concrete 

 

2. FIELD INSPECTION 
 

Field inspection employed both visual inspection 
and nondestructive testing. Two nondestructive 
testing methods, namely, the ultrasonic testing (UT) 
and magnetic particle testing (MPT) were chosen in 
the project. 

The visual inspection aim ed at detecting observ-
able damage such as corrosion in steel deck, pier and 
girder, warping/misalignment in structural com po-
nents resulting form accidents, loosening of bolt, and 
bearing condition. For most of the bridges, the visual 
inspection revealed no serious corrosion damage in 
both m ain and secondary  structural steel compo-
nents, e.g., steel decks, girders, diaphragms and piers. 
However, loosening of bolts at locations such as the 
girder-diaphragm connection and cross girder-pier 
connection, as shown in Fig.3, has been reported. 
These damages are critical as they  are related to the 
structural integrity of the bridge’s superstructure. 
Other types of damage include concrete spalling and 
collision damage. Fig.4 shows the deform ed bottom 
flange of the steel girder and the deficient bearing at 
the girder support. 

 
 
 

 
 

(a) 
 

 
 

(b) 
 

Fig.3 Loosening of bolts (a) girder-diaphragm connection (b) 
cross girder-pier connection  



 

 

 
 

(a) 
 
 

 
(b) 

 
Fig.4 Bridge damage examples: (a) defoemed member and (b) 

deficient bearing movment at girder support  
 

 
The magnetic particle testing was utilized to detect 

the fatigue cracks at fatigue-prone details, while the 
ultrasonic testing was used to m easure the actual 
thickness of structural steel components at several 
important locations such as the top and bottom 
flanges of steel girders and the thickness of the steel 
pier.  

From the field inspection, many cracks have been 
reported in some bridges. Fig.5(a) shows a visible 
fatigue crack at welded connection near the web 
splice location. Fig.5(b) shows the fatigue crack in 
the box girder web near the support (cross girder). 
Other crack locations include the diaphragm -web 
welds and stiffener-flange welds. 

In addition to the field inspection, a destructive 
laboratory test was performed to identify the proper-
ties of both steel and concrete materials for the finite 
element modelling. The steel specim ens were cut 
from the girder’s web near the supports, while the 
concrete specim ens were cored from  the concrete 
deck near the sidewalk. The bridge was immediately 
repaired after the specimens were cut. 

 
 

 
 

(a) 
 

 
(b) 

 
Fig.5 Bridge crack examples: (a) at welded connection near web 

splice and (b) in the box girder web near support  
 
 

3. FIELD LOAD TEST AND IN-SERVICE 
MONITORING 
 
(1) Field Load Test 

A full-scale truck testing was performed to inves-
tigate the actual behavior of the bridge structure and 
to validate the finite element model. One or multiple 
test trucks advanced across the bridge in several 
loading cases: (a) static loading where the trucks 
advanced and stopped at predefined positions (every 
5 meters)  along the span and (b) dynamic loading 
where the trucks m oved at different predefined ve-
locities (5, 10, 20 and 40 km/hr). Both full and partial 
lanes loaded by  the test trucks were studied. Fig.6 
shows the configuration of a standard Thai truck 
employed in the test program. The total weight of the 
truck is 25 tons.  

All bridges were instrumented with three types of 
sensors: (1) the 120- Ω  foil strain gages, (2) accel-
erometers, and (3) linear variable displacem ent 
transducers (LVDTs). Fig.7 shows a ty pical instru-
mentation layout for strain gages in superstructure 
and substructure. Basically, the strain gages were 
attached to the superstructure at the bottom flanges of 



 

 

all girders (girder G1, G2, and G3) in quarter (SW1 
and SW2) and m idspan (MID) locations. All sensor 
cables were wired into the data acquisition units lo-
cated beneath the bridge. Each unit contains 48 
channels and USB interface online data to PC with 
the maximum sampling frequency of 1024 Hz.  

 
 

 
 

Fig.6 Test truck configuration (10 wheels with weight of 25 tons)  
 

 
 

(a) Pier 
 
 

(b) Deck 
 

Fig.7 Typical instrumentation layout (shows only strain gages)  
 
 
Fig.8 illustrates an exam ple record of midspan 

deflection of exterior girder in a 25-m  span at dif-
ferent truck velocities. The dy namic am plification 
factors are calculated to be 1.038, 1.096 and 1.221 for 
truck velocities 5, 10 and 20 km /hr, respectively . 
Both measured displacements and strains were used 

to calibrate the finite element model before assessing 
the existing capacity of the bridge. 
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 Fig.8 Typical displacement records at midspan of interior girder 
 

 
(2) In-service Bridge Monitoring 

In the project, a one-week continuous traffic and 
strain data m onitoring were perform ed under daily  
traffic condition. The heavy vehicles were classified 
into five categories, i.e., bus, 6-wheel truck, 
10-wheel truck, sem i-trailor, and trailor. As small 
personal cars and m otorcycles were considered as 
less influence on the fatigue life than heavy  trucks; 
they were not included in the fatigue life evaluation. 

The traffic m easurement provided the current 
Average Daily Truck Traffic (ADTT) values ranging 
from 160 to 1570 trucks/day  for the inbound direc-
tion. In m ost bridges, the m ajority truck ty pes are 
6-wheel trucks followed by the 10-wheel trucks, and 
buses. 

 
 
 
 

 
 

Fig.9 Typical displacement records at midspan of interior girder 
 
In addition, the simplified quarter car m odel as in 

Fig.9 is frabricated and installed at the midspan of the 
main span of the bridge. The one-week monitoring of 



 

 

the model car accelerations at the car suspension and 
passenger seat were recorded in order to use for 
bridge’s serviceability evaluation. 
 
 
4. THE 3-D FINITE ELEMENT MODELS 
 
 

 
 

(a) Main span 
 

 
 

(b) Typical span 
 
 

 
 

(c) Full model for earthquake analysis 
 

Fig.10 Finite Element Models of a Bridge 
 
 

Three-dimensional finite elem ent m odels were 
generated using SAP20001).  All structural com po-
nents including the secondary  members were mod-
eled with quadrilateral shell elem ents having six 
degrees of freedom at each node. For the super-
structure, the secondary elements such as diaphragms 
and cross fram es were also m odeled. In case of the 
composite construction, the rigid link elements were 
employed to represent the interaction between the 
concrete deck and the top flange of steel girders2),3).  

Fig.10 shows the finite elem ent m esh for both 

superstructure and substructure of one bridge. The 
bridge superstructure has two traffic lanes in one 
direction. The typical span is sim ply-supported with 
a span length of 25 m . The 205-mm-thick concrete 
deck is supported by  three equally -spaced steel 
girders. The m ain span over the intersection is a 
simply-supported span of 35 m long with an ortho-
tropic steel deck. The 12-m m steel deck plate is 
supported by four equally-spaced steel girders. Total 
numbers of elements employed were 10,460, 21,900 
and 8,000 for the ty pical span, m ain span and sub-
structure, respectively. 

The finite element models were verified with the 
field strain and deflection data before used in the load 
rating of the bridge members. The rating factors were 
calculated for both inventory level and operating 
level (absolute maximum load level) for shear and 
moment capacities of the main (longitudinal) girders  
and cross girders4). For the steel piers, the interaction 
diagram was constructed for the rating purpose. The 
rating factor values suggested that all bridges are 
sufficient to carry both AASHTO and standard Thai 
trucks. 

 
 
5. FATIGUE REMAINING LIFE 
 

A 3-D finite elem ent analy sis was performed to 
help identifying the fatigue prone details for the se-
lection of the strain gages locations. The fatigue 
prone details are those having low fatigue strength 
and were subjected to high stress ranges. Typical 
fatigue prone details in steel girders are the dia-
phragm-web connections, welded transverse stiffen-
ers, and web attachm ents. Attem pt has also been 
made to investigate the distortion-induced stresses in 
the web gap area. In the assessm ent, these fatigue 
prone details were categorized as Category  C or E 
fatigue strength5). 

The measured strain data were processed using the 
rainflow counting method6) to obtain the stress range 
histogram, which represents the cycle counts for each 
level of stress range. The effective stress range was 
then calculated as the root-mean-cube value. 

Once effective stress range was determ ined, the 
total fatigue life in years can be calculated taking into 
account the traffic data. The rem aining fatigue life 
was then obtained by subtracting the current age from 
the total life. Four possible ADTT cases were con-
sidered. These include the current ADTT value (no 
growth), 1%, 5%, and 10%  traffic growth per y ear. 
The results showed that the remaining fatigue lives of 
most bridges exceed 50 y ears for the current ADTT 
values. 

 
 



 

 

6. SERVICEABILITY EVALUATION 
 

 
 

 
 

(a) Evaluation for exposure duration = 15 mins. 
 
 

 
 

(b) Evaluation for exposure duration = 30 mins. 
 

Fig.11 Evaluation example of passenger heath per ISO-2631. 
 

The obtained acceleration records from  bridge 
deck and car m odel were used for serviceability 
evaluation. The peak, root-m ean-square (rm s) and 
vibration dose value (VDV) were calculated. The 
ISO standards were adopted for evaluation for both 
pedestrian assessment7) and passenger health 8). The 
obtained results indicate that all considered fly over 
bridges have excessive vibration level and are not 
suitable for pedestrian. For passenger, although the 
vibration level does not seriously induce a feeling of 
discomfort according to ISO standard, the obtained 
vibration im plies significant effects on passenger’s 
health if the exposure duration becom es longer than 
about 20 minutes as in Fig11.  
 
 
7. CONCLUSION 
 

As a part of the m aintenance program, a field in-
vestigation, field load test, in-service monitoring, and 
finite-element analy sis was perform ed in order to 
assess the safety, remaining fatigue life, and ser-
viceability of eleven steel fly over bridges in Bang-
kok. The obtained results indicate repairs of som e 
bridge members, connections and bearings where the 
significant dam ages were found. The bridge deck 
rating factors suggested that existing capacities of all 
bridges are sufficient to carry both the AASHTO and 
standard Thai design trucks. However, the in-service 
monitoring shows that there were illegal heavy trucks 
crossing the bridges. To prevent this heavy  truck 
problem, the automatic heavy truck detector sy stem 
is designed and proposed as in Fig.12. This sy stem 

can enhance not only the bridge safety  but also the 
bridge serviceability. Although the serviceability  
seems not a serious problem , the installation of 
conventional MTMD at certain bridge spans is pro-
posed to increase the bridge serviceability and reduce 
the complaint from bridge users.    

 
 

Fig.12 Automatic heavy truck detector system. 
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Unlike widely available literatures in hazardous material (HAZMAT) transportation that basically aim at finding non 
dominated paths for a given origin-destination pair, our main focus in this study is on vehicle routing problem with time 
window (VRPTW) aspect of HAZMAT transportation problem that has received very less attention in literatures. We 
present a new multi-objective optimization model and its meta-heuristic solution technique using Ant Colony System for 
HAZMAT routing. In contrast to existing local routing models, we consider minimization of risk and transportation cost 
in both route choice and routing phases of transportation process. Moreover, route choice and routing have been carried 
out as a single step process.  Lastly, the proposed algorithm has been tested for normal VRPTW by testing on Solomon 
benchmark instances and the results obtained show that the proposed algorithm outperforms while maintaining realistic 
computation time.    

 
   Key Words : Multi-objective optimization, Hazardous Material, VRPTW, Meta-heuristic 

 

 
1. INTRODUCTION 
 

A wide class of hazardous materials is produced, 
transported and used to meet the daily requirements 
of industrial activities of a country. Due to nature of 
these materials, every production, storage and trans-
portation activity related to their use inherits many 
risks for both society and environment. Despite the 
continuous effort to mitigate the adverse effects of 
HAZMAT, accidents do happen “Erkut et al. (1995)” 
and though these accidents are very small in numbers 

the consequences in most cases are undesirable. This 
is the reason that these accidents are commonly per-
ceived as low probability high consequences (LPHC) 
events. Data on HAZMAT shipments in most cases 
are not readily available and are often difficult to 
access but the sizeable shipments of these materials 
and their potential adverse conditions are the reason 
that HAZMAT transportation is a growing issue in 
logistical decision making.  

While risk is the primary ingredient that separates 
HAZMAT transportation problems from other 



 

 

transportation problems “Erkut et al. (2007)”, 
HAZMAT transportation is a multi-objective issue 
that involves a number of parties with often con-
flicting priorities and viewpoints during decision 
making process. The transporting company for ex-
ample has priority to minimize the transportation cost 
while the local government intends to minimize the 
risk associated with the transportation process.  One 
of the possible methods to resolve this issue is ap-
plication of a proper routing technique that enables 
decision maker to come up with safe and economical 
HAZMAT transport routes, and it is this aspect of 
HAZMAT transportation that is focused in this study. 

A large number of single objective and mul-
ti-objective models for finding paths for HAZMAT 
shipment for a given origin and destination pair are 
available in literatures. However, in practical situa-
tion, HAZMAT shipments specially those based on 
truck mode like ordinary Vehicle Routing Problems 
with Time Windows (VRPTW) calls for determina-
tion of a set of routes to be used by a fleet of vehicles 
serving a fixed number of customers. In this study, 
we present a new multi-objective optimization model 
for routing and scheduling of a fleet of vehicles 
carrying HAZMAT from a single common depot and 
satisfying the demand and time window constraints 
of a fixed number of customers. Owing to the com-
plexity raised in this study due to our attempt to 
consider route choice and routing in single step, the 
dynamic nature of the problem will not be considered 
in this study. A new heuristic approach using Ant 
Colony System (ACS) has been developed in order to 
solve this model. Selection of a path from depot to 
customer or customer to customer or customer to 
depot, also known as route choice and finding order 
of customers to be visited by vehicles for optimal 
routing called routing are the two terminologies of 
routing and scheduling of any VRPTW. Unlike in 
previous studies where route choice is carried out 
beforehand determining a single path between each 
customer pair which is then used for routing process 
to determine order of customers to be visited for 
optimal routing, both route choice and routing proc-
ess in this study have been carried out in mul-
ti-objective aspects and proceeded as a single step 
process.  

The rest of this paper is organized into five sec-
tions. Section 2 provides a thorough review of past 
researches in HAZMAT routing. A brief description 
of HAZMAT transportation problem considered in 
this study, its formulation and the method of as-
sessment of risk involved has been presented in Sec-
tion 3. Section 4 presents a new heuristic solution 
technique developed to solve this HAZMAT routing 
problem. The proposed algorithm has been tested for 
normal VRPTW in Solomon’s benchmark problem 

and the numerical results obtained are presented in 
Section 5. Finally, Section 6 provides concluding 
remarks of the present study and possible future re-
search plans.  

 
 

2. LITERATURE REVIEW 
HAZMAT transportation has been a very active 

area of interest for a large numbers of researchers 
since last few decades. Erkut et al. (2007) have pre-
sented an extensive bibliography of the researches on 
HAZMAT logistics classifying all of them into four 
different classes - risk assessment, routing, combined 
facility location and routing and network design.  A 
similar attempt by List et al. (1991) resulted in a 
documentation of research studies since 1980. While 
a large number risk related researches are available in 
literatures, our study being focused on 
multi-objective routing and scheduling of HAZMAT 
transportation, we would limit our search to the lit-
eratures on HAZMAT routing and scheduling only. 
A number of both single objective and mul-
ti-objective routing models have been presented in 
the past for HAZMAT routing. All these researches 
in general are related with two different variants of 
HAZMAT routing problems (Meng et al. 2005). A 
large number of researches relating to first category 
of HAZMAT routing are available in literatures that 
employ a single or multi-objective shortest path al-
gorithms for finding non dominated paths minimiz-
ing risks or other attributes in transportation process 
for a given origin-destination pair. In contrast re-
searches related to second category aiming for op-
timal routing and scheduling of a fleet of vehicles to 
distribute HAZMAT from a depot point to a fixed 
number of customers satisfying their demand and 
time window requirements are very limited in lit-
eratures. Our problem in this study is basically re-
lated to second category and here we present a list of 
available literatures for this category of HAZMAT 
vehicle routing and scheduling problem.   

Cox and Turnquist (1986) were the first to con-
sider scheduling problems of HAZMAT vehicles. 
They developed a dynamic algorithm considering the 
effects of presence of locally imposed curfews for 
identifying an efficient frontier of a bi-objective 
routing and scheduling problem of HAZMAT truck 
shipments in graph. However, the problem they 
considered is more related to first category of Hazmat 
routing problems. So far known, Tarantilis and 
Kiranoudis (2001) and Zografos and Androut-
sopoulos (2004) are the only two studies that explic-
itly considered the VRPTW prospective of 
HAZMAT transportation problem. Both of these 
studies used a bi-objective VRPTW model and ap-



 

 

plied heuristic techniques to find solutions for rout-
ing vehicles carrying HAZMAT. However, the later 
study ultimately used a single objective model ob-
tained by transforming the proposed bi-objective 
model using weighing approach and solved it using 
insertion based heuristic for routing and used 
Dijkstra shortest path algorithm for route choice 
between customers. While the former maintained 
bi-objective model for routing using a List Based 
Threshold Accepting (LBTA) meta-heuristic algo-
rithm, they used a risk based single objective ap-
proach for route selection using the same Dijkstra 
algorithm.  The model and the heuristic algorithm 
developed in the later study were extended in 
Zografos and Androutsopoulos (2008) for develop-
ing a GIS based decision support system for inte-
grated hazardous materials routing and emergency 
response decisions. So far known none of the studies 
till now are able to represent the multi-objective na-
ture of these problems in both route choice and 
routing processes. The consideration of 
multi-objective nature for both route choice and 
routing processes calls for use of non-dominated 
paths in both steps of HAZMAT transportation. This 
emphasizes the requirement of proceeding both these 
processes in single step to obtain the truly non 
dominated pareto-optimal paths for routing vehicles 
carrying HAZMAT.  

 
 
3. HAZMAT TRANSPORTATION 
PROBLEM 
 
The core concept of HAZMAT transportation prob-
lem is similar to that of a Capacitated Vehicle 
Routing Problem with Time Window (C-VRPTW). 
C-VRPTW is a variant of VRPTW in which a fleet of 
delivery vehicles with uniform capacity must service 
fixed customers demand within pre-defined time 
windows for a single commodity from a single com-
mon depot. VRPTW are topics of a great deal of 
ongoing research in the operations research commu-
nity. The details on the topic including its variants, 
formulations and solution techniques can be referred 
from Desrosiers et al. (1995) and Taniguchi et al. 
(2001). To facilitate prospective readers, attempts 
have been made during formulation of HAZMAT 
vehicle routing problem with time window presented 
in this study to use standard notations used by the 
later. However, at places where it becomes incon-
venient due to introduction of new terms or possi-
bility of creating confusion due to repetition of the 
notation, efforts have been made to provide more 
detail information.  

 
(1)Problem Definition 

Route choice and routing are the two major proc-
esses of VRPTW. While solving VRPTW in general, 
the two processes are completed in two separate steps. 
A single best path for moving vehicle from a cus-
tomer to another is first determined in route choice 
process using some shortest path algorithms for cus-
tomer-customer or customer-depot node pairs. These 
pre-defined paths are then used in routing process in 
which the order of customers to be visited for optimal 
case is determined. In reality, route choice consid-
ering multiple numbers of objectives results into 
several non dominated paths for each customer node 
pair including the depot node. Using a pre-defined 
single route for proceeding routing process would 
cancel the possibility of a number of non dominated 
paths to participate in routing process and this at 
times may hinder decision maker to reach the actual 
optimal solution. Keeping this in mind, we attempt to 
process route choice and routing as a single step 
process thus providing a chance to all non dominated 
paths of route choice to be part of optimal routing 
process.  

Accordingly, HAZMAT vehicle routing problem 
here can be defined as a problem of determining a set 
of pareto-optimal routes for a fleet of vehicles car-
rying HAZMAT in order to serve a given set of cus-
tomers satisfying following conditions: 
 

a. Both route choice and routing must be based 
on multi-objective requirements described 
below in Section 3.2 and should be carried 
out as single step process. 

b.  All vehicles must start and end their routes 
at depot node. 

c. Demand of each customer must be serviced 
within pre-defined time windows. 

d. Waiting at points of early arrival is possible 
while late arrival is not allowed at all. The 
final set of routes are however expected to 
minimize waiting since minimizing total 
scheduling time that includes waiting at cus-
tomer nodes is one of the requirement in 
routing process. 
 

(2) Objectives 
As previously mentioned, a key reason behind 

ongoing popularity of HAZMAT transportation 
study is the risk term associated with the transporta-
tion process. While minimizing risk is the primary 
objective in all HAZMAT transportation problems, 
HAZMAT shipments are subjected to another im-
portant objective of minimizing transportation cost 
from shipper’s point of view. The objectives of 



 

 

HAZMAT routing problem considered in this study 
are to minimize both cost and risk associated with 
transportation process with equal consideration 
without singling out any preference. 

Like normal VRPTW, minimizing transportation 
cost calls for minimizing fixed cost and operating 
cost in transportation. Taking this into account, two 
objectives of minimizing total number of vehicles in 
use and minimizing total scheduling time including 
travel time, waiting and service time have been in-
troduced; the first objective being related with former 
component of transportation cost and the second one 
being related with the later component. 

Risk assessment has been an active area of re-
search study since long and a number of qualitative 
and quantitative risk modeling are available in lit-
eratures. The present study adopts the widely used 
risk model referred as traditional risk model by Erkut 
and Ingolfsson (2004) for risk calculation. According 
to the model, risk associated with a path  can be 
presented by equation (1).  
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Though a number of consequences in relation to a 
HAZMAT accident are possible, safety for human 
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Here  is the probability of HAZMAT 

accident for link connecting node  to 
)1()( +jvjvAR

)( jv )1( +jv  
and  is the exposure population for the 
same link that is the number of people lying within 

)1()( +jvjvEP

λ  distance from the link segment.  The distanceλ  is 
dependent upon the HAZMAT class being trans-
ported and has been defined with the assumption that 
all persons within this distance from the accident spot 
are subjected to the same consequence of life loss 
while the consequences outside this distance have 
been ignored. Detail on this threshold distance λ  is 
available in Batta and Chiu (1988). 

 
(3)Problem Formulation 
A multi-objective VRPTW model for HAZMAT 
transportation has been formulated based on details 
provided on Section 3.1 and Section 3.2. The objec-
tive function Z which is a multi-objective three di-
mensional vector for minimizing total number of 
vehicle in use ( ), the total scheduling time ( ) 
and the total risk exposure associated with the 
transportation process ( ), here is dependent upon 
two decision variables X and Y. X =  is the 
traditional decision variable of order of visiting 
customer nodes for all vehicles and Y = 

is a new decision variable of order of 
paths to be visited by all vehicles, introduced for 
proceeding route choice step. The detail formulation 
is presented here from Equation (3) to (6): 
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The problem has been defined in a network of nodes 
and arcs where  is 
a finite set of vertices and 

),,( AV },..........,,,{ 321 kvvvvV =

},..........,,,{ 321 kaaaaA= , a finite set of arcs that 
includes all possible connections between vertices in 
V. The set of customer nodes to be visited which is 



 

 

subset of V can generally be represented by 
set . Specifically for 

this study,  which is the order of customers to be 
visited by vehicle l is represented 
as

},..........,,,{ ˆ321 NnnnnN =

lx

{ }ll Niinx ˆ,0|)( == . here is the customer 
to be visited by vehicle l, m being the maximum 
number of vehicles in use.  is the total number of 

customers to be visited by vehicle l, +1 being 
zero. Since each vehicle l in use has to start from 
depot node, it is considered as a temporary customer 
node for all vehicles.   is the time 
window representing earliest and latest possible ser-
vice time at node . The decision variable 

is the order of paths to be 
used by vehicle l while visiting its customer nodes 
where path , P being set of all 
non-dominated paths between customer-customer 
and customer-depot node pairs.  is the path to 
be followed from depot node to customer node 

and is the path to be used while visiting 
from customer node  back to depot node. 
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Equation (5) shows detail calculation of total 
scheduling time where  is total scheduling time 
associated with vehicle l for hard time window con-
dition and is dependent on the average travel time 

value from to that is 
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ultimately relies both on the order of customers and 
the path used while moving from one customer node 
to another. Terms , are the service time and 
service start time respectively of vehicle l at 
node  . In calculation of risk objective presented 
in Equation (6),  is the risk value associated with 

vehicle l which is dependent on that is the 
risk value associated with each path followed while 
moving from customer to of that vehicle, 
the detail calculation of it being presented in Section 
(2). 
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The whole model is subjected to time window, 
demand-capacity and customer number constraints as 
in traditional VRPTW. Early time window con-
straints have been considered during total scheduling 
time calculation in Equation (5). Equation (7) is the 
late time window constraint for the model. Mathe-
matical expressions for demand-capacity and cus-
tomer number constraints are given below in Equa-
tion (8) and (9) respectively. Dn(i), and W)( ll xW c,l  

here are demand at node ,  total weight carried 
by the vehicle l and capacity of vehicle l in use re-
spectively. It should be noted that the two constraints 
hold true only during routing process and selection of 
nodes within path  is not subjected to these 
constraints.  
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4. ANT COLONY SYSTEM FOR HAZMAT 
ROUTING 
 

VRPTW are related to a class of NP-hard 
(Non-deterministic Polynomial) combinatorial op-
timization problems and heuristic or meta-heuristic 
algorithms must be used to solve problems of larger 
instances and for timely computation of the solution. 
A large number of different meta-heuristic ap-
proaches have been proposed in recent years for 
solving different variants of VRPTW. A compre-
hensive survey on the available approaches can be 
referred in Toth and Vigo (2002). In this study, we 
present a new Ant Colony System (ACS) based me-
ta-heuristic solution technique in order to solve the 
HAZMAT transportation problem presented in Sec-
tion 3. 

Ant Colony Optimization is a meta-heuristic ap-
proach inspired by the foraging behavior of real ant 
colonies. Complete explanation on this me-
ta-heuristic is available in Dorigo and Stutzle (2004). 
Ant System (AS), a variant of Ant Colony Optimi-
zation was first used by Bullnheimer et al. (1998) for 
solving vehicle routing problems. Number of re-
searches focused on improvement and use of the 
approach for solving a range of problems. Gam-
bardella et al. (1999) presented a multi-objective ant 
colony system MACS-VRPTW algorithm for solv-
ing multi-objective vehicle routing problems with 
time window constraints. The concept was based on 
Ant Colony System (ACS) and two ant colonies were 
used, each ant colony being specialized for a par-
ticular objective.  The algorithm presented however 
provided precedence for the first objective over the 
second one. The proposed ACS for this study is 
adopted version of the MOACS-VRPTW approach 
presented by Baran et al. (2003). The reason behind 
this particular selection is that the mentioned study 



 

 

has been found to be able to deal with multiple 
numbers of objectives using a single ant colony 
system and each objective has been given equal 
consideration. Moreover, the approach provides a 
good convergence to all the pareto front surface 
which is one of the desirability of this study for 
coming out with number of solutions to decision 
making process, the alternative choices of which can 
lead to equitable distribution of the risk value. 

Figure 1 shows the flowchart of proposed ACS for 
HAZMAT VRPTW. The proposed ACS mainly dif-
fers from the MOACS-VRPTW in terms of solution 
construction process and the local search method. 
Details on these processes have been provided in 
Section (1) and Section (2) respectively. As shown in 
the flowchart, the first step of initialization of trail 
pheromone value and setting of pareto-optimal set S 
is based on a routing solution obtained using nearest 
neighborhood (nn) heuristic. The solution obtained 
itself represents the first member of pareto-optimal 
set S. Equation (10) is the expression for evaluating 
the initial trail pheromone value 0τ  which is recip-
rocal of the total scheduling time, total risk value and 
the average number of nodes (|N|) that includes total 
number of customers and the average number of 
vehicles for nearest neighborhood solution. The ini-
tial pheromone values for subsequent generations are 
calculated based on average objective values for 
pareto-optimal set of the previous iteration similar as 
in MOACS-VRPTW. 

nnnnnn ZZN )(*)(*|)(|
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(1)Solution Construction 
Unlike in MOACS-VRPTW, each of m numbers of 
ants in the proposed ACS employ Labeling Algo-
rithm before proceeding to customer node insertion 
to find out all non dominated paths from the present 
node of ant’s stay to all feasible customer nodes. 
Customer node among feasible set of customer 
nodes  for ant at   is then inserted in routing 
order corresponding to path . This path is 
decided based on pseudo-random proportional rule 
and is added to form an order of routing paths. 
Choice of path  and thereby customer node 

is made based on expression in Equation (11) 
if . The choice otherwise is made randomly 
based on a probability value presented in Equation 
(12). q is a random number such that 
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Here )(ipτ , )(ipη , )(ipν  are the pheromone value 
and heuristic values relating to the scheduling time 
and risk value of path respectively. )(ip β  and μ  
are the parameters that define relative influence of  
the time and risk objectives.  and  are the ant 
specific weights/preferences for normalizing time 
and risk objectives respectively.

ηθ νθ

PP ∈'  is a set of all 
non-dominated paths from customer node  to 
each customer nodes  in set .  is the 
probability of path  to be chosen. Calculation of 
time related heuristic value is similar to the one for 
delivery time in MOACS-VRPTW that depends on 
the waiting time and time window at customer node. 
The risk related heuristic value depends on the risk 
value associated with path  that connects cus-
tomer node to and is evaluated as given in 
equation (13). 
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Basic knowledge on labeling algorithm can be 

referred from Ahuja et al. (1993). The labeling algo-
rithm used in this study is based on the template 
labeling algorithm proposed by Irnish and Villenuve 
(2003) for shortest path problem with resource con-
straint.  The concept is to make use of information 
that the labels created at vertex carry to determine all 
non-dominated paths in the presence of multiple 
resource constraints. The label at a vertex in general 
carries information about a path leading to it by 
maintaining a linkage with other label at the prede-
cessor vertex. The label in resource constrained 
shortest path problems are made capable of describ-
ing state of the resources at the given node as well. 
Since labeling algorithm here is basically used for 
proceeding route choice step, travel time values and 
the risk values associated with each link of move-
ment along the path constitute the resource con-
straints of the problem.   

 
(2)Local Search 
The proposed ACS for HAZMAT VRPTW imple-
ments insertion local search procedure to improve 
quality of the feasible solutions. However being a 



 

 

time consuming process, we apply local search to 
only those solutions belonging to pareto-optimal set 
S which is updated at each of the iterations unlike in 
traditional ACS where local search is carried out to 
each solution. Update of pareto-optimal set S for each 
iteration is carried out based on a dominance rule in 
which all the solutions that are dominated in terms of 
all objectives are discarded. For example, if 1ψ and 

2ψ are two solutions belonging to pareto-optimal set 
S with objective values of , ,  and 

, , respectively, 

)1(1Z )1(2Z )1(3Z
)2(1Z )2(2Z )2(3Z 1ψ  is said to be 

dominated by 2ψ  and discarded from the set S if 
Equation (14) to (16) are satisfied except when 
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Hoos and Stutzle (2004) provide a wide view on local 
search procedures including their developments, 
analysis and application. The insertion local search 
used in this study utilizes insertion neighborhoods of 
a typical solution. All the nodes of a previously ob-
tained feasible solution are given chances to be in-
serted to the same vehicle route or to the route of 
other vehicles without violating feasibility require-
ments and the newly obtained solutions are checked 
for improved objective values.  
 
(4)Pheromone Update  
The present ACS solution algorithm for HAZMAT 
VRPTW utilizes local and global update of phero-
mone procedures similar to the one used in 
MOACS-VRPTW method. Each path used by ant for 
constructing solution is subjected to local pheromone 
update as given in Equation (17) where ρ  is the 
evaporation coefficient which powers exploration 
process by evaporating trail pheromone values for 
these used paths. 
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In each iteration, pareto-optimal set S is updated after 
local search process and to each path belonging to 
pareto-optimal solution S∈ψ , global update of 
pheromone is carried out based on Equation (18) 
below. 
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5. NUMERICAL ANALYSIS 
 

Before proceeding to implementation of proposed 
model and the developed solution algorithm for a 
particular case of HAZMAT routing, it is essential to 
compare their performance for a standard case of 
routing based on earlier available results. However 
computational tests on HAZMAT transportation 
problem become unattainable due to lack of avail-
ability of standard datasets for the case of HAZMAT 
transportation. Therefore attempts have been made 
here to test their performance in standard VRPTW 
datasets making appropriate modifications for in-
stance removing risk terms, replacing total schedul-
ing time to distance objective etc. The details of the 
problems that have been considered for testing and 
the results obtained have been presented in Section 
5.1 and Section 5.2 respectively.    

 
(1)Test Instances 

Solomon (1987) provides a platform for testing 
efforts in VRPTW by presenting variety of problems 
for normal vehicle routing problems with time win-
dows. Computational experiments have been con-
ducted for Solomon’s benchmark instances for 100 
customer problems of R, C and RC classes. All in-
stances provided have a central depot, capacity con-
straint and time window constraints. While the cus-
tomers in C type of problems are clustered, those in R 
type of problems are randomly distributed and those 
in RC type are of mixed type where customers are 
both clustered and randomly distributed. For this 
computational test, random selection of a problem 
from each problem type has been made. 
 
(2) Results and Discussions 

In order to adjust proposed model for solving the 
problem instances, appropriate modifications have 
been made in the proposed algorithm by removing 
risk term and changing the second objective of re-
ducing total scheduling time to reducing overall 
distance. Thus the problem here reduces to 
bi-objective minimization of number of vehicles and 
the total distance traveled by these vehicles. The 
proposed algorithm has been coded using Borland C 
and is executed in Core 2 Duo desktop PC of 
2.67GHz with 2GB RAM. The parameters used are 
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same as in MOACS-VRPTW and MACS-VRPTW. 
Each problem has been run for 10000 number of 
iterations and the best solution obtained among 20 
test trials has been presented. 

 

 
The results from proposed ACS presented here are 
the average objective values of the final pare-
to-optimal set S. It has been found that some test 
instances for example C101 for 100 customer case 
are so organized that its optimal solutions is obtain-
able just by using insertion heuristic along with the 
initial solution created using nearest neighborhood 
search. However, the results obtained using this ap-
proach for other problems is very poor even for other 
problems in C type. To check improvement caught 
with implementation of ACS technique along with 
nearest neighborhood initialization and insertion 
heuristic, the results obtained based on only nearest 
neighborhood and insertion heuristic approach has 
been also included in the table. It has been observed 
that the results obtained with the use of proposed 
ACS technique with nearest neighborhood based 
solution initialization and insertion based local 
search are comparatively better than the one without 
ant approach in terms of both reduction in number of 
vehicles and distance traveled. A comparison of the 
results with the best known solutions by exact ap-
proach (Kohl et al. 1999 referred as KDMSS in C107 
problem and Cook and Rich (1999) referred as CR in 
R110 and RC102 problems in the table) has been also 
presented. It should be clear to readers that the exact 
approach referred here is a single objective approach 
with the main objective of minimizing total distance 
traveled and its results has been used just as a refer-
ence for comparison. It has been observed that the 
results obtained from the proposed algorithm are 
quiet satisfactory showing almost negligible devia-
tion from best solution from exact approaches for C 
type of problems while maintaining an acceptable 
limit of deviation of around 7.5% for R and RC type 
of problems. Moreover, the computation time for 
each case is within 500 seconds which is practical for 
case of 100 number of customers problems.  
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For a clearer concept on performance of the ap-
proach along various generations, a plot on distance 
improvement along various generations for the case 
with number of vehicles being 10 has been created as 
shown in Figure 1 for C107 problem. Distance im-
provements with more number of vehicles have also 
been observed in some generations. However to 
maintain consistency of the graph, those results have 
been excluded for this particular plotting. As is 
clearly observable from the plot, the effect of the 
approach is found to be quite fast for the first 100 

generations, however gradual improvements in the 
results has been observed even up to 3000th genera-
tion. These gradual improvements in later generation 
can in fact be due to typical features of ACS of ex-
ploration in addition to exploitation of the previously 
obtained best solutions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 Distance trend for C107 
 
 
6. CONCLUSION AND FUTURE WORK 
 

Proper routing being an important aspect for safe 
and economic logistics of HAZMAT, the main focus 
in our study is to build an appropriate HAZMAT 
VRPTW model and develop a suitable algorithm to 
solve this model which in fact in literatures of 
HAZMAT has received very less attention. A model 
illustrating need of multi-objective consideration 
both for route choice and routing phase of HAZMAT 
transportation has been presented. A new ACS based 
meta-heuristic algorithm has been proposed in order 
to solve this model for optimal case and the per-
formed numerical experiment shows its competency 
in all type of normal VRPTW problems besides 
maintaining a good convergence to pareto-front 
which is one of the main requirements for HAZMAT 
application. Moreover, the performance for C type of 
problem has been found to be almost comparable 
with the best known solution by exact approach. 



 

 

Normal VRPTW problems though are very different 
from HAZMAT problems, both of these problems 
belong to combinatorial optimization problems. 
With regard to the excellent performance of the al-
gorithm for VRPTW problems in general, similar 
results can be expected for HAZMAT case too. Be-
sides, the pareto-optimal set consideration in the 
proposed approach provides numbers of alternative 
non dominated routing choices which will be more 
prominent in case of HAZMAT transportation with 
addition of risk objective. Alternative use of such 
paths in decision making process assists in main-
taining risk equity. Based on its performance on test 
instances, the next aim of our study is to test its ap-
plicability for some test problems of HAZMAT 
routing. Nevertheless, testing different types of local 
search methods to make the algorithm more efficient, 
applying it to some real world problems and in-
cluding its dynamic nature are other important as-
pects of the study. 
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This paper at tempts to gain insights into drivers’ speeding behavior upon passing speed enforcement 
zone. A total of 630 drivers in Thailand were interviewed using a self-reported questionnaire, and they were 
classified into four types of the Corbett’s driver typology:  conformers (i.e., those who usually comply with 
speed limits), deterred drivers (i.e., those who reduce speed all along speed enforcement zone), manipulator 
(i.e., those who slow down and accelerate after passing speed enforcement zone), and defiers (i.e., those 
who usually exceed legal speed limit irrespective of the presence of speed enforcement zone. The statistical 
data tests showed that, manipulators and defiers tend to be those who received a speeding penalty during the 
past year. It was also found that they are likely to  be wealthy and experienced drivers, but have personal 
attitude against the speed enforcement policy. 
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1. INTRODUCTION 
 

In Thailand, speeding contributed to 15-23% of all 
accidents on all ty pes of roads as reported by  the  
police during  2001 t o 20 09. Despite the potential  
limitations in identify ing the probably causes of 
accidents by police officers, the magnitude of crash  
and fatality risks associated with speeding could also 
be practically reflected by  the fact that s peed limits 
are very often violated on a large scale in Thailand.  
It is therefore necessary to enforce driving within the 
speed limits by using speed enforcement.The traffic  
law enforcement as an integral part of the countr y’s 
speed management policy, ph ysical policing has 
been the most common method used f or speed en-
forcement on highways located outside cities. 

In Thailand,  speed offend ers along t he hig hway 
are normally detected by a radar gun within the speed 
enforcement zone. The speed enforce ment zone can 

be identified by  posting speed enforcement warning 
signs for 1-2 km  before entering the enforcement 
zone. If over speeding is d etected by radar gun, t he 
speed offenders will be immediately  stopped by  the 
highway poli ce at the police check point which is 
located about 0.5-1 km. away. The offenders in most 
cases are then issued the speeding ticke t to pa y fine 
as punishment at the check point. 

Although previous stu dies have shown  some de-
terrent effe cts of speed e nforcement a t particular  
locations with the presence of police enforcing (1, 2), 
the general deterrence of speeding o n the public ap-
pears to have been m inimal, and speeding still  re-
mains to be very common in Thailand. In 1995, traffic 
speed survey s in Ba ngkok an d sev en oth er major 
provinces in all regions of the country were conducted 
and i t w as f ound t hat t he proportion of  ve hicles ex-
ceeding the speed l imit ranged from  37% to 54% (3).  
Recently, several survey studies have observed speed 
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limit violations on major arterial highways outside of 
cities. Typically, 40% to 70% of the c ar drivers ex-
ceed the speed limit of 90 kph (4) 
  
2. DRIVER TYPOLOGY AND SPEEDING 
BEHAVIOR OVERVIEW 

 
Exceeding the speed li mit is so metimes consid-

ered by the drivers as a minor traffic violation when 
compared to other traffic crimes (5).Some drivers do 
not see exceeding speed limit as  dangerous because  
they feel that they can safely control their driving (6). 
A stud y b y Corbett (199 5) ( 5) and L ex (1997)  ( 7) 
show evidences that some drivers reduce speed only 
when the y are in the sp eed enforceme nt area, for 
example; the presence of speed ca mera, and then 
accelerate over speed li mit after pa ssing the speed 
camera.  

Different in speeding behavior can be explained 
by (8) with the fact that the drivers’ attitude towards 
exceeding speed lim it and the perception of drivers 
related to the consequences of such speeding are key 
determinants of intention to speeding beh avior. 
Socio-economic characteristics, driver  charact eris-
tics and trip preferences are found to  be significant 
factors affecting speeding behavior (9). 

Previous studies shows the effectiveness  of speed 
camera to control speeding drivers, and the result of  
this intervention can save over 100 lives and prevent 
more than 4,000 injuries caused by collisions a year.  
According to Corbett ( 1995) ( 5), the drivers’  be-
havioral response to the presenc e of sp eed ca mera 
can be categorized into  f our groups, depending o n 
drivers’ speed and their driving be havior. Four  
groups are de fined to classify driver ’s speeding be-
havior as conform ers, deterred, manipulators, and 
defiers. 

In Thailand, the speed camera has not been ap-
plied for the speed enforce ment program.  Inste ad, 
the presence of speed enf orcement zone by  setting 
police check points along the highway has been used 
to apprehend drivers who violate the traffic law par-
ticularly speeding.  In fac t, the experience of i m-
plementing the police check point has been found to 
be unsuccessful in reducing the speeding accidents in 
Thailand. It might be because of the d ifference in 
driving behavior in response to the police check 
points. T hus, m ost reaction of  speeding behavi or 
could be explained based on four types of driver 
typology as described by (5).The definitions of each 
typology are modified to be applied with the speed 
enforcement program used in this study which can be 
described in below. 

 

(1) Definition of driver typology (5) 

The drivers who always comply with speed limit 
or drive closer to or lower than speed li mit were de-
fined as “  c onformers”. Therefore, the speed en-
forcement zone will make no difference  with driv-
ers’ speed behavior in  this group. 
The drivers who reduce speed all along the speed 
enforcement zone to avoid being stopped by the po-
lice so the pr esence of spe ed enforcement zone can 
change behavioral respon se of drivers to speeding 
were indentified as “ deterred drivers ” 

The drivers who reduce speed suddenl y in the 
speed enforce ment zone and then accelerate aft er 
passing the speed enforcement zone were recognized 
as “ manipulators ” 

The drivers who drive over the speed lim it irre-
spective of the presence of  speed enforce ment zone 
were classified as “ defiers ” 
 
3. OBJECTIVES 
 

This study  is to evaluate  the drivers’ speeding  
behavior in speed enforcement zone and to classify 
driver typology in respon ding to the speed enforce-
ment currently  used in Th ailand.  The influencing 
factors such as driver, trip, and vehicle characteristics 
are evaluated to determine their effect on the  driver 
typology. 
 
4. DATA COLLECTION 
 

Self-reported questionnaire survey was conducted 
to interview drivers’ spee d behavior when passing 
the speed enforcem ent zone . A total of 630 drivers  
were interviewed at the superstores and gas stations  
on Highway No.1 in Wang Noi District, A yutthaya 
and Highway No.32 in B ang Pa-in District, Ay ut-
thaya with conditions  as follows; 

1. The respondents were select ed base d on the  
drivers’ awar eness on the  existence of  speed en-
forcement in the study area to ensure  that the re-
spondents are aware of the speed enforcement zone. 

2. Only  the drivers of four-wheel vehicles w ere 
interviewed 

The data wa s collected in three m onths period 
from November 2008 to January 2009.  
 
5. QUESTIONNAIRE DESIGN 
 
The self-reported questi onnaire was designed t o 
classify the driver typology according to Corbett (5).  
The drivers were asked t o describe their speeding  
behavior when passing the speed enforcement zone.  
The question naire consists of two sections of t he 
questions.  T he questions in the first section were 
designed to classify driver typology into four groups: 



 

 

conformers, deterred driv ers, manipulators and de-
fiers.  Table 1 shows the questions designed i n the 
first section. It can be se en that the cla ssification is 
based on the drivers’  behavioral responses to spe ed 
enforcement which is the use of radar gun and police 
speed check point on the ro ad.  Firstly, the drivers 
were asked f or their normal driving speed on the 
same ty pe of roads to cross-che ck the accura cy of 
driver typology classification. 

From the questions shown in Table 1, drivers who 
choose answer No.1 (either a or b) and normally use 
the speed at  100 kph or  lower, are classified as 

“Conformers”.   
 
 

 
TABLE 1 Questions to Classify Driver Typology 

 
The second s ection of  the questionnaire includes 

the questions related to the drivers’  characte ristics, 
trip characteristics, and vehicle use characteristics. 
 
6. CLASSIFICATION DRIVER TYPOLOGY 
 

From a total of 617 resp ondents, 23 7 drivers or 
38.4% were classified as conformers, 88 drivers or 
14.3% were deterred, 136 drivers or 22 % were ma-
nipulators, and 156 dri vers or 2 5.3% were defiers.  
Based on the results, it was found that the highest 
proportional group of  the  drivers is  conformers, 
followed b y defiers, manipulators, and deterred.  
Surprisingly, only 14.3% of drivers were classified  
as deterred in this study, which means that the speed 

enforcement zone does not change speeding behavior 
of most drivers. 

It is evident from  Table  2 that defiers are the  
drivers who are highl y e ducated and have higher 
monthly income when comparing to other driver  
The drivers who choose answer No.1, and then an-
swer b, and only those who norm ally use the speed  
higher than 100 kph are classified as “Deterred”.  The 
drivers who choose answer No.2, and then answer d, 
are classified as “Manipulators”.  Lastl y, the drivers 
who choose answer No.2, and then either c or e are  
defined as “Defiers”.  It is noted that 13 drivers gave 

contradict responses of the norm al speed they used 
and their response to speed enforcement zone;  
therefore, these data were removed from the study. 
 
 
 
typology. M ost defiers were found to have life in-
surance.  Similarly , the c haracteristics of m anipula-
tors are also highly educated, high income drivers,  
and m ost of  them  also have life insurance.  The 
finding is somewhat expected as high income drivers 
are more likely to be a group of people who can af-
ford to buy li fe insurance.  As the income is higher,  
the value of time tends to be higher as well, and this 
could be the reason of speeding in defiers group. It is 
also possible for the high in come drivers to be m ore 
willing to pay  for speeding fine, thus they  react as 
defiers when  passing the speed enforc ement zone.  
From the results, defiers are less likely to be aware of 
the speed li mit as shown that only 1 0% know t he 
legal speed limit of 90 kph .  It seems th at manipula-

What speed do you normally use on the same type of road? ……….…… kph  

Driver Typology Classification
How do you react when passing speed enforcement zone on the road? (Choose No.1 or No.2) 

 1) I keep the speed closer to 100 kph or lower in the speed enforcement zone.  

(Please choose either a) or b) in which you intend to react after passing speed enforcement zone) 

  a) I normally drive using speed lower than 100 kph in both speed enforcement zone and other areas. 

                        b) I reduce the speed when passing speed enforcement zone because of the awareness of speed police check 

point, and then I maintain the speed at 100 kph and lower.  The presence of speed enforcement zone changes my speeding 

behavior. 

  2) I believe that I could manage sp eed over th e limit (100 kph) in the speed enforcement zone.  (Please 

choose either a) or b) in which you intend to react after passing speed enforcement zone) 
  c) I maintain the speed at higher than 100 kph, although there is the speed enforcement zone. 

  d) I reduce the speed when I approach the speed enforcement zone, and then increase the speed again after 

passing the speed enforcement zone.  I don’t want to get the speeding ticket. 

     e) I don’t care with the speed enforcement; therefore, I don’t drop my speed in the speed enforcement zone. 



 

 

tors travel longer distance in a year when comparing 
to other driver typology . The passenger car drivers 
are more likely to be manipulators and defiers. 
 
 
TABLE 2 Characteristics of Drivers in each Typology 

7. ANALYSIS 

 
To evaluate the significant factors aff ecting the  

typology of drivers’ responses to speed enforcem ent 
zone, the multinomial logistic regression (MNL)  
 
 

 
technique has been applied in this study. This model  

Driver Typology 
Conformers Deterred Manipulators Defiers Total Sample (N=617) 

237 88 136 156 
Driver Characteristics

Gender (%) 
Male 78.1 84.1 88.2 82.1 
Female 22.9 15.9 11.8 17.9 
Age (years) 
Mean  39.5 38.2 37.7 39.4 
Monthly Income (Thai baht)  
Mean  28,405 

($860) 
22,318 
($676) 

29,207 
($885) 

34,247 
($1,038) 

Education (%)     
Bachelor Degree or higher 49.8 55.6 62.5 62.9 
Lower than bachelor Degree 50.2 44.4 37.5 37.1 
Status (%)  
Single 34.2 43.2 39.7 37.8 
Married 65.8 56.8 60.3 62.2 
Life Insurance (%)  
With life insurance 60.3 59.1 69.9 69.9 
Without life insurance 39.7 40.9 30.1 30.1 
Driving Experience (years)  
Mean 15.0 13.5 15.0 16.3 
Awareness of Speed Limit (%)     
Aware of speed limit of 90 kph  16.0 29.5 22.1 10.9 
Unaware of speed limit of 90 kph 84.0 70.5 77.9 89.1 
Experience of Receiving Speeding Ticket over a 
Year (%)  
One time and higher 9.7 19.3 30.1 25.6 
Never 90.3 81.7 69.9 74.4 
Accident Experience in Recent Two Years (%)     
One time and higher 25.3 21.6 26.5 24.4 
Never 74.7 78.4 73.5 75.6 
Accident Experience of Family Members (%)     
Ever 22.4 27.3 28.7 25.6 
Never 77.6 72.7 71.3 74.4 

Trip Characteristics
Avg. Total Travel Distance (km/yr)     
Mean 37,222 36,727 48,927 37,321 
Trip Frequency (%)  
Daily or Weekly 50.2 50.0 43.4 41.7 
Monthly and others 49.8 50.0 56.6 58.3 
Trip Purpose (%)     
Business Trip 66.7 59.1 61.8 67.9 
Leisure and others 33.3 40.9 38.2 32.1 

Vehicle Characteristics
Vehicle Ages (years)  
Mean 7.2 6.4 6.2 6.6 
Vehicle Types (%)  
Passenger Car  55.3 52.3 64.7 64.1 
Pickup or Van 44.7 47.7 35.3 35.9 
Vehicle Status (%)  
Owner 89.5 84.1 85.3 91.0 
Others 10.5 15.9 14.7 9.0 



 

 

can be used when the ana lysis includes  more than 
two dependent variables wh ich one de pendent vari-
able is designated as the reference category. 

 
 
Before the analy sis, the t est of multicollinearity 

was conducted and the result indicates that there is 
no correlation among all variables (i.e. all pair-wise 
correlation coefficients ar e lower than 0.6). Table 4 
present estimation results from the multinomial lo-
gistic regression m odels. The relative magnitude of 
estimated coefficients indicates the exte nt to which 
driver, trip, and vehicle use characteristics affect the 
typology of drivers’ responses to speed enforcement 
zone. 

 

TABLE 3 Definitions of Independent Variables 
 
Variables Definition Avg. 
Gender 1= male; 0 otherwise 0.82 
Age Continuous variable 38.9 
Income (baht) Continuous variable 29,191 
Status  1= married; 0 ot her-

wise 
0.62 

Life Insurance 1 = with life insurance; 
0  otherwise 

0.65 

Education 1= bachelor degree  
or higher; 0 otherwise 

0.57 

Driving E xperience 
(yr) 

Continuous variable 15 

Awareness of Speed 
Limit 

1= unawareness;  
0 otherwise 

0.82 

Speeding Ticket Ex-
perience i n the Past  
Year 

1 = at least one times; 
0 = otherwise 

0.20 

Accident E xperience 
in Recent Two Years 

1 = at least one acci-
dent; 
0 = otherwise 

0.25 

Accident E xperience 
of Family Members 

1 = at least one acci-
dent; 
0  otherwise 

0.25 

Avg.Total Travel  
Distances (km/yr) 

Continuous variable 39,756 

Trip Frequency 1 = daily or weekly; 
0  otherwise 

0.47 

Trip Purpose 1 = business trip; 
0  otherwise 

0.65 

Age of Vehicle (yr) Continuous variable 6.7 
Type of Vehicle 1 = passenger car; 

0 otherwise 
0.59 

Ownership of  Vehi-
cle 

1 = ownership; 
0 otherwise 

0.88 

 
8. RESULTS OF ANALYSIS 
 

In Table 4, the deterred was designated as the 

reference category and was compared to other groups 
of driver ty pology. The results of analysis w ere re-
ported in  th ree groups i ncluding the  com parison 
between conformers, manipulators, and defiers with 
deterred a driver which is the base category.  

For group 1 (conformers), the coefficients of in-
dependent va riables “gender, income, a wareness of  
speed lim it,  and experie nce of receiving speeding 
ticket in the past year” are statistically significant at 
1-10%.  It w as found  that  female drivers are more 
likely to be conformers rather than deterred.  Drivers 
with hig h monthl y incom e are more likely to  be 
conformers rather than deterred.  There is the like-
lihood of conformers to be unaware of the speed limit 
used on the highwa ys as opposed to d eterred. It is 
possible that conform ers alway s dri ve using the  
speed close to or under the speed limit, thus they are 
not aware of the speed limit on this highway. Un-
surprisingly, conformers tend to have less experience 
in receiving the speed ticket over a  year when com-
paring to deterred because conformers normally use 
the speed closer to the limit, thus have l ess opportu-
nity to be stopped in the speed enforcement zone. 

The co mparison between manipulators and de-
terred in gro up 2 (m anipulators) shows the signifi-
cant level of independent variables “income, driving 
experience, trip frequency, awareness of speed limit, 
experience of  receiving sp eeding ticket in the past  
year, and vehicle type” at 1-10%.  It is evident that 
drivers who have higher m onthly income and those 
who have more driving experience are more likely to 
be manipulators rather than deterred. The results can 
be also found  that manipulators were more likely to  
travel less o ften on the highway with speed en-
forcement zo ne when com paring to deterred.  As  
manipulators are less likely to aware of the speed 
limit, their reaction to the speed enforcement zone is 
perhaps the reason of receiving more speeding ticket 
in a year than deterred. Furthermore, the drivers who 
drive passenger car tend to be m anipulators rather  
than deterred drivers. 

Group 3 (defiers) which is the analysis comparing 
between defi ers and dete rred shows t hat income,  
driving expe rience, trip frequency, tr ip pur pose, 
awareness of speed limit, and experience of receiving 
speeding ticket in the past year are significant factors 
at 1-10% level.  Similar results to grou p 2 (manipu-
lators) were found in this analysis as shown that high 
income and experienced drivers are more likely to be 
defiers rather than deterred.  Drivers who travel less, 
unaware of speed li mit, and have experiences of  
receiving speed ticket tend to be defiers.  It is also 
interesting to see that driver whose trip purpose is 
business trip tend to drive over speed limit irrespec-
tive of the presence of speed enforcement zone. 

According to  table 4,  def iers group  was deter-



 

 

mined as the reference category and was co mpared 
to conformers and manipulators.The analysis shows 
that in the com parison between conformers and de-
fiers (Group 4), the  indep endent variab les “driving  
experience, trip frequency, awareness of speed limit, 
and experience of receiving speeding ticket in the 
past y ear” ar e significant at levels of 1-10%. The 
coefficients o f these varia bles indicate  that drivers 
with less driving experience, travel m ore often, 
unaware of speed lim it, no experience of receiving 
speed ticket t end to be  conformers rather than defi-
ers. When t he manipulators were  co mpared with  

defiers(Group 5) , average travel distanc e, trip pur-
pose, and awareness of speed limit were found to be 
significant. 

The last comparison was made betwe en conform-
ers and manipulators (Group 6) as shown in Table4. In 
this group, the manipulators group was designated as 
the reference category.   
 
Note: *, **, *** indicate significant levels 
 at 10%, 5%, and 1%, respectively. 
 
It is found that gender, average travel distance, trip 
frequency, and experienc e of receiving speeding 
ticket in the past y ear are  significant a t a level of  
1-10%.The results can be interpreted that female 

drivers, those  who travel l onger distance in a year, 
those who travel more often, and those who have less 
experience in receiving speed ticket are m ore likely 

TABLE 4 Coefficients of Multinomial Logistic Regression Model for the Typology of Drivers’ Responses to Speed Enforcement Zone 

 

Conformers  

Group 1 

Manipulators 

Group 2 

Defier  

Group 3 

Conformers  

Group 4 

Manipulators 

Group 5 

Conformers 

Group 6 

 

Variables  

Coeff. Coeff. Coeff. Coeff. Coeff. Coeff. 

Gender -0.608 * 0.260  -0.304  -0.304    0.564  -0.868   ** 

Age -0.025  -0.038  -0.029  0.004  -0.009    0.013  

Income 0.000 ** 0.000 * 0.000 ** 0.000  0.000  0.000  

Status  0.289  0.246  0.100  0.188    0.145  0.043    

Life Insurance -0.001  0.326  0.191  -0.192    0.135  -0.327    

Education -0.492  -0.075  -0.118  -0.374    0.043     -0.417    

Driving Experience 0.024  0.042 * 0.054 ** -0.030   * -0.013  -0.018  

Avg.Total Travel  
Distances (km/yr) 

0.000  0.000  0.000  0.000  0.000 * 0.000 ** 

Trip Frequency -0.190  -0.665 ** -0.835 *** 0.645 *** 0.169     0.476   * 

Trip Purpose 0.481  0.171  0.758 ** -0.278    -0.588   ** 0.310    

Awareness of Speed Limit 0.900 *** 0.542 * 1.519 *** -0.618  * -0.977   *** 0.359    

Speeding Ticket Experience  

in the Past Year 

-0.636 * 0.706 ** 0.615 * -1.250  *** 0.092     -1.342   *** 

Accident Experience  
in Recent Two Years 

0.264  0.197  0.147  0.117    0.050     0.067     

Accident Experience  
of Family Members 

-0.338  -0.233  -0.296  -0.043    0.063     -0.106  

Age of Vehicle 0.026  0.002  0.010  0.017    -0.008    0.024    

Type of Vehicle 0.173  0.580 * 0.440  -0.267    0.140  -0.407    

Ownership of Vehicle 0.251  -0.173  0.263  -0.012    -0.436    0.424     

Constant 0.631  -0.365  -1.257  1.889  0.892  0.997  

Reference Category Deterred Drivers Defiers Manipulators 

Summary of Statistics: 

No. of observation 

 

617 

Log likelihood -759.33865 

 

617 

-759.33865 

 

617 

-759.33865 



 

 

to be conformers rather than manipulators 
 
 
 
 
 
 
9. SUMMARY 

 
In this study, the drivers’ speed attitude under 

speed enforcem ent program  was conducted to 
evaluated driving speed while passing the police 
check point zone base on difference of dem o-
graphic background, trip characteristics and the 
characteristics of the ve hicle had an influential 
correlation for the four types of driver typology. 
The main findings from the study are summ a-
rized as follows: 

The wealthy drivers, those with a high driving 
experience, were most likely to violate the speed 
limits on rural roads and to oppose the speed law 
enforcement using the police ch eck poin ts. 
However, the penalty st ructure could possibly 
not control the behavior of the defiers who tend 
to have co mmitted at least on e or  repea ted of -
fenses, compared to confor mers and deterred. 
Therefore, the concern ed agency sh ould deter-
mine countermeasures such as high im position 
for offenders, and m ore severe penalties for the 
repeated violators. 

The m anipulators and defiers are likely to 
have lack of perception of the relationship be-
tween the higher speed and increased severity of 
road accidents (i.e., collision and the likes). Both 
believed that they could well m anage driving 
speeds of above 100 kph on rural roads. More-
over, the defiers had a negative attitude against 
the police check poin t policy. Th erefore, th e 
campaigns encouraged them to assess the impact 
of serious crashes due to excessive speeds so  
that they might show a positiv e attitude regard-
ing the speed enforcem ent objective and adjus t 
their speeding behavior. 

The respondents’ statem ents were used in 
classifying the groups of driver typology. It is 

highly possible that so me respondents gave 
wrong answers about their general speed and 
driving behavior on the speed enforcem ent 
routes. Fo r example, some drivers who exceed 
the sp eed lim its might give inf ormation which 
underestimate their general speed on those 
routes Also  slower drivers overes timated their 
general speed Therefore,  the incorrect response 
obviously affected thei r erroneous speed be-
havior upon passing a police check point. 
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This study proposes a traffic conflict index for motorcycle-dominant traffic flow and establishes a 
method for quantitatively evaluating traffic safety in a mixed traffic flow. In South-east Asian cities, mo-
torcycles have comprised substantial portions of road traffic. Because the traffic management and operation 
systems are not well developed, both traffic efficiency and safety are severely deficient. Thus, this study 
proposes a method for evaluating traffic safety as a first step towards establishing traffic management and 
operation systems for a mixed traffic flow. Due to the difficulty in observing actual traffic accidents, this 
study focuses on traffic conflict situations, which are regarded as underlying factors in traffic accidents. It 
is confirmed that the proposed index can appropriately present the risk situation in a traffic flow dominated 
by motorcycles. 
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1. INTRODUCTION 
 

In South-east Asian countries such as Vietnam, 
Cambodia and Thailand, motorcycles are mainly 
used as a mode of urban transportation. With the 
recent growth in the respective economies of these 
countries, the proportion of passenger cars has also 
increased, resulting in traffic flow situations with a 
mix of motorcycles and passenger cars. Because such 
mixed traffic situations are relatively unique to 
South-east Asian cities, the traffic management and 
operation systems targeting the traffic flow com-
prising passenger cars are no longer suitable; as a 
result, both traffic efficiency and safety are severely 
deficient. For example, in terms of the safety issue, 
the number of fatalities in Vietnam (population: ap-

proximately 86 million) is 11,500 in the year 2009, 
whereas in Japan (population: approximately 127 
million), the number of fatalities is about 4,914 in the 
year 2009. The number of fatalities per capita in 
Vietnam is 3.5 times higher than that in Japan, and 
more than 80% of fatalities are related to motorcycles 
1). It suggests that the traffic safety issue in devel-
oping countries, where there is a mix of motorcycles 
and passenger cars in the traffic flow, is critical to 
human security. To improve this situation, some 
policies and measures have been proposed and im-
plemented. For example, in Hsu2) and Hsu et al. 3), a 
time and space segregation policy of motorcycles 
from passenger cars was proposed. On the basis of 
field surveys, the authors reported that the segrega-
tion policy could improve the traffic situation in 



 

 

terms of both efficiency and safety. However, each 
policy has both merits and demerits. To achieve the 
optimal traffic flow situation, both merits and de-
merits should be quantified, and then the crite-
ria—whether each motorcycle-oriented policy is 
effective or not—must be determined in relation to 
the proportion of motorcycles to passenger cars, 
roadway configuration and other factors.  

Therefore, as a first step to finding the criteria for 
installing motorcycle-oriented policies, this study 
establishes a method for quantitatively evaluating 
traffic safety. Due to the difficulty in observing ac-
tual traffic accidents, this study focused on traffic 
conflicts, which are regarded as the underlying fac-
tors in traffic accidents. Then a traffic conflict index 
suitable for mixed traffic flow is established. After 
obtaining vehicle trajectory data through video im-
ages taken at a signalized intersection in Hanoi City, 
the proposed index is applied to the trajectory data 
and validated. 
 
2. CONCEPT OF CONFLICT ANALYSIS 
 

Traffic accidents are considered rare events. It is 
difficult to directly observe the details of vehicle 
movements in traffic accidents. Therefore, it is nec-
essary to understand the underlying mechanism in 
traffic accidents. Generally, the mechanism for traf-
fic accidents comprises the following three factors: 
hazards, risks and accidents; these are defined by the 
hierarchical structure shown in Fig. 1 (Wakabayashi 
et al.4)). This means that a traffic conflict situation 
occurs from some dangerous situation with a certain 
probability; it also indicates that traffic accidents 
occur from traffic conflict situations with a certain 
probability. In other words, the risks can be defined 
as potential situations for the occurrence traffic ac-
cidents. Traffic safety can be evaluated by quanti-
fying the risks. With respect to the traffic conflict 
pertaining to passenger cars traffic flow, some indi-
ces have been proposed. Hayward5) has proposed a 
TTC (time to collision) indicator. Allen et al.6) have 
proposed a PET indicator: PET is the 
‘post-encroachment time’, the time taken by a vehi-
cle to arrive at a place previously occupied by an-
other vehicle. Uno et al.7) have established the 
PICUD (possibility index for collision with urgent 
deceleration) indicator, which evaluates the possi-
bility that two consecutive vehicles might collide, 
assuming that the leading vehicle applies its emer-
gency brake. These indices, however, were targeted 
for traffic flow composed of passenger cars and as-
sumed that each vehicle moves on a deter mined lane.  

Traffic 

Accident

Risk
(Traffic conflict)

Hazards 

(Dangerous situation)
 

Fig. 1 Hierarchical structure of three factors in traffic accidents 
 
The manoeuvres specific to motorcycles in avoiding 
collisions, such as an urgent change in moving di-
rection, can never be considered. Thus, this study 
proposed a conflict index considering moving ma-
noeuvres with a high degree of freedom, which is 
relatively unique to motorcycles.   
 
 
3. PROPOSITION OF CONFLICT INDEX 

FOR MIXED TRAFFIC FLOW 
 
(1) Definition of Proposed Conflict Index 

Given the maximum acceleration and deceleration 
rate and the maximum angle for direction change 
within which a vehicle can safely maintain its bal-
ance and moving stability, an area can be defined 
where a vehicle potentially reaches after a certain 
time, Δt. The area is named ‘potential area’, which 
can be determined for every vehicle. If a potential 
area of a vehicle is unique, i.e. if there is no area 
overlapping with potential areas of other vehicles, the 
vehicle has no risk of collision with other vehicles 
surrounding it. On the other hand, if a potential area 
of a vehicle is not unique, i.e. if there is some area 
overlapping with potential areas of other vehicles, as 
shown in Fig. 2, a vehicle has the possibility of col-
lision after Δt seconds, though the vehicle does not 
always collide with other vehicles. The subset area 
within a potential area unique to a vehicle is named 
‘potentially safe area’. It can be naturally concluded 
that the smaller the proportion of the potentially safe 
area to the whole potential area, the higher is the risk 
of colliding with other vehicles. Then, the conflict 
index is defined as the ‘proportion of potentially safe 
area (PPSA)’ to the whole potential area. It is con-
cretely expressed by Eq. (1).  
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where 
     PPSAi(t): Proportion of potentially safe area of 

vehicle i at time t. 
     PAi(t):   A set of the area including vehicle i’s 

potential area at time t. 
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Fig. 2 Image of potential safety areas 

 
The higher the PPSA index of a vehicle, the 

smaller is the risk of collision; in other words, the 
safer is the vehicle. Hereafter, potential areas of 
motorcycles and passenger cars are explained.  
 
(2) Definition of Potential Area for Motorcycle 

Assuming that a motorcycle determines its moving 
direction and acceleration/deceleration rate every 

second, the potential area for a motorcycle can be 
expressed as a gap between two fan-shaped areas as 
shown in Fig. 3. If a motorcycle takes the maximal 
acceleration, it reaches the left side of the potential 
area arc, whereas for maximal deceleration, it reaches 
the right side. Thus,  and  are expressed as 
Eqs. (2) and (3), where it is assumed that a motor-
cycle never goes back upstream during  seconds.  
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where  indicates a speed of a subject motorcycle at 
time t,  indicates the maximum acceleration of 
motorcycles and  indicates the maximum de-
celeration of motorcycles. In Fig. 3, α represents the 
maximum angle a motorcycle can take during 

tv
MC
maxα

MCdmax

tΔ  
seconds when it changes its moving direction without 
any risks of skidding. It is difficult to accurately 
determine the angle because motorcycle behaviour is 
affected by numerous factors such as the type of 
motorcycle, weight of riders and road surface condi-
tion. Therefore, the angle α is approximately defined 
as follows:  

For changing the moving direction, a motorcycle 
leans its body to the side rather than turning the 
handle. When a motorcycle turns, it balances the 
angle of bank with the centrifugal force. The dy-
namical balance of a motorcycle while turning can be 
illustrated through Fig. 4. To avoid skidding, dotted 
and solid lines should maintain balance. Focussing 
particularly on the vertical direction with respect to 
the motorcycles, the balance equation can be written 
as Eq. (4).  
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direction 
at  time t α

α

MCL max
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Fig. 3 Potential area for motorcycle 
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Fig. 4 Dynamical balance of motorcycle in turning 
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where 
m: mass of motorcycle including the rider,  
g: gravity acceleration,  
θ: angle of bank,  
r: turning radius.  

Thus, when a motorcycle is turning at a speed vt, the 
turning radius r can be defined as given in Eq.(5).  

 
θtan
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g

v
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Then, α is approximately defined as the interior angle 
between the moving direction vector at time t and the 
vector from the origin to the destination reached after 
Δt seconds by turning during the Δt seconds, main-
taining the speed at time t constant and with the 
maximum angle of bank θmax. Fig. 5 also gives the 
definition of α. Note that, strictly speaking, a mo-
torcycle moves on the broken line. Given , the line 
length can be expressed in two ways, as shown in Eq. 
(6).  

 ,lengthlinebrokenThe min ω⋅=Δ⋅≡ rtvt   (6) 
where rmin indicates the minimum turning radius if a 
motorcycle takes the maximum angle of bank while 
turning, and  indicates the rotation angle of the 
turning circle. Note that rmin is not smaller than a 
certain value rMIN, which is specific to each type of 
motorcycles. Namely, rmin is written as 
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Due to the geometric theory, the relationship between 
α and ω can be written as Eq. (8).  

 2
ωα = .  (8)  
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Fig. 5 Definition of maximum turning angle α 

 
Then, according to the speed vt and the maximum 
angle of bank θmax, α can be expressed as 
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Although  is based on some strong assumptions, it 
is rational that Eq. (9) can express the relationship 
that if vt reduces, θmax increases and when Δt in-
creases, α also increases.  
 
(3) Definition of Potential Area for Passenger 
Cars 

For passenger cars, the length and width of vehi-
cles should be considered. Supposing that a passen-
ger car will not change the moving direction during 
Δt seconds, the potential area for a passenger car can 
be illustrated as a rectangular area shown in Fig. 6. In 
the figure, the vehicle A indicates the position af-
ter Δt seconds in case the vehicle accelerates at the 
maximum acceleration rate , whereas the vehicle 
B indicates the position after Δt seconds in case the 
vehicle decelerates at the maximum deceleration rate 

. The potential area of the vehicle at time t is 
defined as the rectangular area, i.e. 

PCamax

PCdmax

( )PCPC LL minmax −  long 
and W wide.  and  are written as Eq. (10) 
and (11). In Eq. (11), it is assumed that a passenger 
never goes back upstream.  
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where L is the vehicle length.  
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Fig. 6 Potential area for a passenger car 

 
 
4. DATA COLLECTION 

(1) Data Collection Site 
To validate the proposed conflict index PPSA, 

traffic surveys were conducted using a DV camera at 
an intersection in Hanoi City. The intersection was 
selected to satisfy the following requirements: 1) 
passenger car and motorcycle volumes should be 
sufficiently large to observe mutually mixed traffic 
flow; 2) a DV camera can be set from a high position; 
and 3) the position should be near obstacles in traffic 
flow, such as bus stops and parking lots. As a result, 
the western approach of Kim-MA St. - Nguyen Chi 
Thanh St. intersection was selected. By setting a DV 
camera at the JICA office, located on the 16th floor 
of the building at the north-west of the intersection, 
traffic flow was observed on 29 Sept., 2009 from 
0900 to 1100 h. Among all the observed signal cy-
cles, three cycles, during which there were not many 
large vehicles present, were selected for the analysis. 
 
(2) Data Extraction 

The vehicle trajectory data is extracted from the 
DV image data. According to Khan et al.7), every 
screen coordinate pair u and v can be written as Eq. 
(12) in relation to the roadway coordinate pair x and 
y.  
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where ai (i = 1,2,3,4,5,6,7,8) are unknown parame-
ters.  

To match the coordinates between the screen and 
roadway, all parameters will be estimated by solving 
Eq. (12). This process requires at least four base 
points. In this case, 11 points were set for estimating 
the parameters. As shown in Fig. 7, x axis was set as 
the flow direction and y axis as the vertical direction 
against the flow direction. Next, the coordinates of all 
vehicles on a screen are obtained by clicking the 
point of the front tyre on grounding for motorcycles 
and the left-front and the left-back edge for passenger 
cars every 0.25 s using a manual trajectory acquisi-
tion system developed for this analysis. As a result, a 
total of 314 motorcycles and 70 passenger car (in 
cluding large vehicles) trajectories were extracted. 
The extracted trajectories contain some errors caused 
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Fig. 7 Roadway coordinate and base points  



 

 

by the manual clicking and the coordinate transition 
from the screen to the real world. As a result, some 
trajectories exhibit relatively unrealistic movements. 
Thus, to correct these errors, a smoothing spline al-
gorithm was applied.  
 
 
5. NUMERICAL EXAMPLE OF PPSA 

INDEX 
 
(1) Calculation Algorithm 

It is difficult to accurately calculate the proposed 
PPSA index because the potentially safe areas of 
each vehicle are complicatedly overlapped. In this 
study, an algorithm for calculating PPSA index is 
established. The observation field, where xmin < x < 
xmax and ymin < y < ymax, is expressed as a grid with the 
intervals Δx and Δy. Then, suppose a matrix Xit with 
n rows and m columns, where n and m stand for the 
number of grids in the x and y directions. Hence, each 
matrix element stands for the information of each 
grid point, and the matrix [ ] mnit

pqit x ×ℜ∈=X  is de-

fined for each vehicle i at time t as  
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  (13) 
Here, a matrix Yit is defined as  
 [ ] mn

jt
it
pqti

ijj

y ×ℜ∈==
≠∀
C

,

XY ,  (14) 

where C  indicates logical addition for all vehicles 

on the observation field at time t, except for vehicle i. 
The element of Yit, , stands for the dummy, 

which is 1 if the grid point (p, q) is included in po-
tential areas of all other vehicles, and 0 otherwise. 
Hence, the overlapping area of potential areas of all 
other vehicles with vehicle i's potential area, Z

it
pqy

it, can 
be written as  

 
[ ] mn

itit
it
pqti z ×ℜ∈∧== XYZ ,  (15) 

where  means logical multiplication.  ∧
Thus, PPSA index value of vehicle i at time t, 
PPSAi(t), can be approximately calculated by Eq. 
(16)  
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(2) Parameter Settings 

To calculate the PPSA, each parameter is set as 
follows: first, the scanning interval Δt is set as 0.75 

[sec] and the maximum angle of bank is set as 15 
degrees. According to Sekine8), the maximum ac-
celeration and deceleration rate of motorcycles are 
set as g/3 [m/s2] and g/2 [m/s2], and those of pas-
senger cars are set as g/5 [m/s2] and g/2 [m/s2] by 
referring to ‘Explanation and Operation of Road 
Structure Regulations9). Moreover, the minimum 
turning radius rMIN is equal to 2.0 m by referring to 
specifications for Honda motorcycles. The subject 
field is defined as the rectangle area where −200 cm < 
x < 800 cm and 0 cm < y < 1,000 cm, and both Δx and 
Δy are set as 5 cm.  
 
(3) Calculation Results 
At first, to grasp the distribution of each vehicle’s 
potential area, time-series change of the distribution 
is focused upon. Fig. 8 summarizes the potential area  
within the observation area at (a) 2.5 s; (b) 5 s; and (c) 
10 s after the signal turns green. The rectangular 
areas show potential areas of passenger cars and 
triangular and trapezoidal areas show those of mo-
torcycles. It can be seen that in Fig. 8 (a) potential 
areas of motorcycles are narrow because they move 
at slow speed, just after the signal turns green. With 
the passing of time, potential areas of motorcycles get 
wider, whereas motorcycles just behind passenger 
cars tend to have narrower potential areas. Because 
the speed of these motorcycles is restricted by pas-
senger cars, it can be concluded that this result is 
relatively rational.  

Second, a motorcycle which takes risky manoeu-
ver is focused upon. The target situation is as follows: 
A motorcycle was moving behind a passenger car, 
but at around 13 sec, the passenger car suddenly 
stopped; then, the motorcycle urgently changed its 
moving direction. Fig. 9 shows the time-series 
change in the motorcycle’s PPSA value and Fig. 10 
the video images at each moment. It can be seen that 
just after sudden stop of a passenger car, PPSA value 
dramatically decreases and gets to about 0.1. After 
avoiding safely, PPSA value recovers to be high. 
From theses analysis, it can be concluded that the 
proposed conflict index can indicate the risky be-
havior and conflict situation appropriately.  

 
 

6. CONCLLUSION 
 

In this study, which focuses on traffic flow mainly 
comprising motorcycles, a safety evaluation method 
was proposed by building a traffic conflict index. 
This index considers the difference in the character-
istics of passenger car traffic flow and mixed traffic 
flow. For example: 1) motorcycles are not restricted 
by driving lanes for passenger cars; 2) motorcycles  
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Fig. 8 Time-series change of potential area distribution 
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Fig. 9 Time-series change in PPSA 
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Fig. 10 video images of conflict situation 

 
can change the moving direction suddenly and rap-
idly; 3) different acceleration and deceleration 
characteristics of motorcycles and passenger cars; 
and 4) the area occupied by a vehicle is different. 
After defining the conflict index, PPSA, and estab-
lishing the method for calculating it, the index was 
applied to the real-world traffic flow data. It was 
confirmed that the PPSA index can appropriately 
present traffic conflict situations.  

In future work, traffic situations in which traffic 
safety and efficiency are low should be analyzed in 
detail. In particular, it can be assumed that a mix of 
passenger cars into motorcycles platoon severely 
decrease the traffic efficiency and safety. The me-
chanisms needed to reduce the efficiency and safety 
must be quantitatively clarified furthermore. Based 
on these results, it can be stated that there is a sig-
nificant need for traffic operation and management 
policies which improve both traffic safety. 
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Landslide/slope failure caused by heavy rainfall is one of the most serious natural disasters all over the 
worlds. Recently, the num ber of  landslide events has drastically been increasing in Asian countries, be-
cause of disorderly land-use development for residential areas and agricultural areas and/or climate change. 
The occurrence of landslide causes huge  losses to individual and society;  therefore, the risk m itigation 
against landslide should be one of the most urgent tasks from a viewpoint of “Human Security Engineer-
ing”.  

Among various measures for risk m itigation, this study focuses on early warni ng system by aiming at 
evacuation and road service interruption. In general, the early warning system is established based on the 
method associating historical records of l andslide events with corresponding rainfall records. Therefore, 
the applicability and reliability of the system heavily rely on the precision of observed precipitation in the 
past and the kinds of rainfall records, which are selected as indexes associated  with decision-making for 
issuing evacuation and road service interruption. At present, for rainfall observation, conventional tipping 
bucket type rainfall gauge is mainly used. For indexes of rainfall, the system in Thailand adopts both daily 
rainfall and accumulated rainfall by taking account of the effect of antecedent rainfall on slope stability in 
Thailand. It should be discussed that the current system may be revised under the situation that landslide 
event is currently increasing due to climate change. 

From such a viewpoint, this paper discusses the precision of conventional rainfall gauge for monitoring 
of torrential rainfall and the physical m eanings for considering the effect of antecedent rainfall based on 
results of field monitoring, which the authors have conducted in Nakhon Nayok, Thailand to monitor the 
variation o f moisture co ntent an d su ction d ue to  h eavy rain fall, so -called sq uall. Fin ally, the necessity 
considering the effect of antecedent rainfall on slope stability is presented. 

 
   Key Words : landslide, torrential rainfall, rainfall gauge, early warning system 

 
 
1.  INTRODUCTION 
 

Recently, frequency of landslide occurrence 
caused by torrential rainfall such as tropical m on-
soon/squall is drastically  increasing in Asian coun-
tries. Specially, number of landslide occurrence in 
Thailand has been increasing since 2000 as shown in 
Fig.1. For the reason of it, so far, m any researchers 
have suggested that it is due to climate change or 
disorderly infrastructure developm ent such as hous-
ing areas, highway and so on. However, clear un-

derstanding has not been obtained until now. 
Also in Japan, the guerilla-like rainfall, which is 

the locally -high intensity  rainfall, so-called, which 
may be regarded as one of significant phenom enon 
caused by  clim ate change, has been frequently ob-
served, and has caused landslide and associated 
mudslide damaging individual properties and socie-
ties. The feature of guerilla-like rainfall observed in 
Japan this past a few y ear is that high intensity rain-
fall, which exceeds 10 mm/10 minute, concentrates 
during relatively short periods as shown in Fig.2. 
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Fig.1   Frequency of landslide event in Thailand1) 

 
 

Fig. 2   An example of rainfall records of guerilla-like rainfall 
observed in Japan（Nerima, Tokyo, July 5,2010） 

 Here, the ty pical m easures to m itigate landslide 
disaster risk can be classified into two types. The first 
one is to carry  out countermeasures such as slope 
reinforcement, for exam ples, ground im provement 
using ground anchors, rock bolts and so on, which 
requires additional investm ent/budget. The other is 
the establishment of early warning system aiming at 
the evacuation and the interruption of road service. 
Generally speaking, officials have to manage so 
many instable slopes that it is very  difficult to m ake 
decision of priority of slopes to be reinforced. On the 
other hand, basic concept on establishm ent of early  
warning system is relatively  simple. Because, it can 
be empirically  established by  collecting historical 
rainfall records observed in a certain area when a 
slope failure occurred.  Fig.3 shows an exam ple of 
the sy stem adopted in Japan, which clarifies a 
warning envelop in a plane consisting of accumu-
lated rainfall and hourly  rainfall, based on historical 
rainfall records.  

Here, the occurrence of to rrential rainfall such as 
guerilla-like rainfall is relatively new in Japan so the 
collected data is very  limited. Therefore, it is won-
dered whether the conventional m ethod can be ap-
plied for torrential rainfall such as guerilla-like 
rainfall. In addition, there is doubt whether the sys-
tem requires taking account of the effect of antece-
dent rainfall on slope stability  as proposed in Thai-
land, in which torrential rainfall, so-called squall is 
frequently observed. 

In order to cope with the problem s above m en-
tioned, it is necessary to investigate the feature of 
moisture infiltration into subsoil during torrential 
rainfall by  field m onitoring. However, the lack of 
data collection associated with the prediction of both 
timing and location of torrential rainfall events make 
it difficult to select suitable sites for conducting field 
monitoring in Japan. 

From such a viewpoint, authors3) have initiated the 
field m onitoring of m oisture infiltration caused by  
torrential rainfall in Nakhon Nay ok, Thailand by  
focusing on similarity of rainfall characteristics be-
tween guerilla-like rainfall observed in Japan and 

tropical torrential rainfall, so-called squall. The fea-
ture of the investigation is to directly measure surface 
flow, which does not infiltrate into subsoil in addition 
to volumetric moisture content and suction near slope 
surface. 
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This paper introduces the outline of the field 
monitoring conducting in Nakhon Nay ok and pre-
sents the observed results and relating consideration. 
The discussion focuses on the effect of antecedent 
rainfall on slope stability  whether is required for 
establishment of early  warning sy stem against tor-
rential rainfall. 
 
 
2.  EXAMPLES OF EARLY WARNING 

SYSTEM AGAINST LANDSLIDE 
 

As m entioned in 1., the early  warning sy stem 
adopted in Japan deals with accumulated rainfall and 
hourly rainfall. On the other hand, Fig.4 shows an 
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Fig.3  An example of early warning system adopted in Japan2)

 



 

 

)

example of the sy stem proposed in Thailand, in 
which warning envelop is established by combining 
3 days accumulated rainfall and daily rainfall in order 
to consider the effect of antecedent rainfall on slope 
stability implicitly4).   

 
 

Fig.4  An example of early warning system 4)

 
 

 
(a) Accumulated rainfall type 

 

 
 

(b) Antecedent Precipitation Index, API, type 
 

Fig.5  Critical rainfall envelop5) 

However, it is reported that slope failure occurred 
at point F shown in Fig.5(a) before snake curve 
plotting rainfall record on a plane, which consists of  
3 days accumulated rainfall and daily rainfall reaches 
pre-determined critical rainfall envelop.  The finding 
implies the necessity to consider the effect of ante-
cedent rainfall effect on slope stability. Therefore, in 
order to cope with the above problem , the following 
index called Antecedent Precipitation Index5), API, is  
introduced: 
 

( tttt PAPIKAPI 1 +×= −                (1) Vertical flow 
 
In which, API t  denotes Antecedent Precipitation 
Index on day t, Kt denotes reduction rate on day t, and 
Pt denotes precipitation on day t. 

It is needless to say  that API explicitly  takes ac-
count of the effect of antecedent rainfall. Therefore, 
as shown in Fig.5(b),  it can be m odeled that snake 
curve plotted on a plane consisting of  API and daily 
rainfall starts from point S in Fig.5(b) instead of point 
O in Fig.5(a), and reaches pre-determ ined critical 
rainfall envelop when slope failure occurs. 

The concept of API is relatively  effective to solve 
the shortcomings associated with conventional early  
warning system by focusing on accumulated rainfall. 
Current API sy stem is established based on the ob-
served daily rainfall. The reliability  of the API sy s-
tem heavily relies on the precision of reduction rate, 
Kt, involved in eq.(1) , which is a key index that takes 
account of infiltration into subsoil by considering 
antecedent rainfall and evaporation. Therefore, in 
this study, the modified reduction rate, which is 
evaluated based on field m onitoring results, is pro-
posed later. 
 

 
3.  FEATURE OF FIELD MONITORING 
 
(1) Basic concept 

The continuous equation associated with water 
circulation at slopes due to rainfall described in Fig.6 
can be shown as follow: 

 
INSE QQQP ++=                       (2) 

 
In which, P denotes precipitation, QE, QS , QIN 

denote amount of evaporation, am ount of surface 
flow along a slope, am ount of m oisture infiltration 
into subsoil, respectively.  
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Fig.6   Water circulation at a slope during rainfall6)

 



 

 

In eq.(2), amount of evaporation, QE, can be neg-
ligible during rainfall, and surface flow along a slope 
is generally called Horton’s flow and/or run-off as 
shown in Fig.6.  Am ong terms involved in eq. (2), 
amount of moisture infiltration into subsoil, QIN, has 
dominated over slope stability , causing change of 
resisting force acting slip plane. Therefore, this study 
aims at directly measuring variation of surface flow, 
in order to clarify amount of moisture infiltration into 
subsoil from amount of rainfall. 
 
(2) Layout of Field monitoring equipments 

Fig.7(a) and  Fig.7(b) show lay out of field in-
struments at m onitoring site in Nakhon Nay ok, 
Thailand7). In Fig.7(b), catchm ent areas, Ai for  
run-off, which was specified by field survey,  are also 
shown. Monitoring equipm ents installed at the site 
are the m oisture m eters to m easure volum etric 
moisture contents, the tension-m eters to m easure 
suction, the water level sensors to m easure surface 
flow, and the tipping bucket type rainfall gauge.  

Among them, measurement principle of moisture 
meter shown in Fig.8 is to measure voltage, which is 
related to electricity resistance of surrounding subsoil 

measured by using magnetic wave sy stem, and then 
the measured voltage will be converted to volumetric 
moisture content in accordance with the following 
regression curve (eq.(3)). It is the calibration result 
between the output voltage that was measured by 
moisture meter and the volumetric moisture content 
of soil that was sam pled from  m onitoring site, as 
shown in Fig.9: 

 
Fig.8   Moisture meter 

No.2

No.11

No.3

No.2

No.3

No.1

25.0

20.0

15.0

10.0

5.0

0.0
0.0 10.0 20.0 30.0 35.0 40.0 45.05.0 15.0 25.0

El
ev
at
io
n 
[m

]

Horizontal distance [m]

Soil moisture meter

Tensiometer
(Kasetsart University)

Piezometer
(Kasetsart University)

V‐shaped notch

Rainfall gauge

 
 

(a) Cross section 
 

H
or

iz
on

ta
l d

is
ta

nc
e 

[m
]

A1

0.0 10.0 20.0 30.0 40.0 50.0 60.0

40.0

30.0

20.0

10.0

0.0

A4

A3

A2

V-shaped notch Soil moisture meter

Tensiometer
(Kasetsart University)

Piezometer
(Kasetsart University)

Catchment area

Failure area

Signboard

Concrete ditch

No.2

No.11No.3

 
 

(b) Plane view  
 

Fig.7   Layout of measurement instruments and catchment 
areas for run-off 7)

 

 
 

Fig.9  Calibration curve between measured voltage and vo-
lumetric moisture content 

 
32 34.072.009.032.0 VVV −+−=θ           (3) 

 
In which, θ and V denote output voltage and volu-
metric moisture content, respectively. 

 On the other hand, surface flow is m easured in 
accordance with following procedures. First, after 
construction of a V-shaped notch as shown in 
Fig.10(a) along water lane, a water level sensor is 
attached as shown in Fig.10(b). Second, water level 
measured by  the sensor shown in Fig.10(c) is con-
verted to surface flow in  accordance with the fol-
lowing equation, which is specified by  Japanese 
Industrial Standard, JIS, code B8302: 
 

25.000084.0 wHQ ×=                       (4) 
 



 

 

sw HHH −= 0                             (5) 
 
In which, Hw, H0 and Hs denote height of water level 
from bottom of V-shaped notch, height of water level 
measured by water level sensor and distance between 
bottom of V-shaped notch and level of sensor, re-
spectively. 
 
(3) Geological condition at monitoring site 
Geological condition of m onitoring site comprises 
weathered ryolite, which is one of ty pical volcanic 
rock, as shown in Fig.11. The geotechnical properties 
obtained by laboratory test are summarized in Table 
1. As shown in the table, s ubsoil, which covers rela-

tively shallow region at the monitoring site is classi-
fied as medium plastic clay. 

 
(a) V-shaped notch No.2 

 

 
(b) Water level sensor attached at V-shaped notch No.2 

 

 
(c) Measurement system 

 
Fig.10   V-shaped notch No.2 and measurement system 

Table 1   Soil properties 
 

Unit weight, γ 17.66 kN/m3

Plastic limit 46-51%  
Liquid limit 6-18% 

Plasticity index 33-40 
Cohesion, c’ 14.5 kPa 

Frictional angle, φ’ 33.9 degree 
Coefficient of permeability 

at saturated condition 
10-5～10-6 cm/sec 

 
 

Fig.11   Weathered ryolite exposed on surface of slope  
 

 
 
4. COMPARION OF PRECIPITATION 

OBSERVED BY TWO TYPES OF 
RAINFALL GAUGE 

 
(1) Rainfall gauge 

Tipping bucket type rain gauge has been used 
commonly all over the world to observe precipita-
tion. Its principle of m easurement is to sum  up the 
frequency of pulse signal during a unit period such as 
1 min., 10 min., 1 hour, which is caused whenever 
raindrop accumulating into tipping bucket exceeds 
just 0.5 mm. Therefore,  the measured result provides 
discreet values, which are multiples of 0.5 mm.  

On the other hand, Doppler radar rainfall shown in 
Fig. 12, which is recently  developed, can measure 
amount of rainfall continuously . Its principle of the 
gauge is to measure velocity of raindrop by receiving 
frequency of reflection wave corresponding to wave 
that is transm itted from  the top of probe shown in 
Fig.12. Velocity  of raindrop can be correlated to a 
size of raindrop based on following equation:  

 
( DV 6.0exp3.065.9 − )−=                (6) 

 
In which, V denotes velocity of raindrop (m/s), and D 
denotes size of raindrop (mm). 

Doppler radar rainfall gauge can clearly detect the 
timing of both the beginning of rainfall and the end of 
rainfall, and requires less maintenance than conven-



 

 

 
 

Fig.12  Doppler radar type rainfall gauge 
 

tional rainfall gauges. 
 
(2) Comparison of observed precipitation 

Fig.13 shows comparison of accum ulated rainfall 
observed by two types of rainfall gauge, which are 14 
rainfall records observed from  June, 2010 to Sep-
tember, 2010. The plotted points are relatively scat-
tered. However, the points except 3 rainfall records 
are m ainly plotted around the correlation line, of 
which ratio is 1:1. In order to investigate the differ-
ence between them in detail, observed rainfall inten-
sity is discussed by focusing on two rainfall records, 
which are denoted as Rainfall A and Rainfall B in 
Fig.13. 

Fig.14 and Fig.15 show the com parisons of rain-
fall intensity observed by two types of rainfall gauge 
on June 24, 2010 (Rainfall A) and on June 25, 2010 
(Rainfall B), respectively. 

First, as shown in Fig.14(a) and Fig.14 (b), the 
comparisons of both one-m inute rainfall intensity 
and  ten-minutes rainfall intensity  observed by  two 
gauges show relatively good agreement. Therefore, it 
is pointed out that in the case of Rainfall A of which 
intensity is relatively  low, the difference between 
accumulated rainfall observed by two rainfall gauges 

is relatively small. 

 
(a) 1 minute interval 

 

 
(b) 10 minute interval 

 

 
 

Fig.14 Comparisons of rainfall observed by two types of 
rainfall gauge (Rainfall A; June 24, 2010) 

 
 

Fig.13 Comparison of accumulated rainfall observed by two 
type of rainfall gauge 

 

On the other hand, in the case of Rainfall B of 
which intensity is relatively high, it is found out that 
there is big difference between results observed by  
two rainfall gauges as shown in Fig.15. Focusing on 
one-minute rainfall intensity  shown in Fig.15(a),  
high rainfall intensity  ranging from  1.0 m m to 3.0 
mm was observed before precipitation observed by 
tipping bucket type rainfall gauge. Later, while tip-
ping bucket ty pe rainfall gauge was observing rain-
fall intensity ranging from 1.0 mm to 1.5 mm around 
3:30 am. discretely, Doppler radar rainfall gauge was 
measuring very high rainfall intensity  ranging from 
2.0 mm to 4.4 m m continuously  at corresponding 
period. Again, huge difference between results ob-
served by two gauges around 3:40 pm  was found as 
well.  It is considered that the accum ulation of the 
above difference corresponding to the m easurement 
of high intensity  raindrop in very  short periods 
causes significant difference shown in Fig.15. 



 

 

However, the above results just show comparisons 
of result observed by  two ty pes of rainfall gauge, 
which have different m easurement principles. 
Therefore, additional discussion is required to in-
vestigate which rainfall gauge can observe torrential 
rainfall suitably. In response to the requirem ent, 
Fig.16 shows the correlation of variation of volu-
metric moisture content observed from  m oisture 
meter No.1 with rainfall intensity  observed by  two 
types of rainfall gauge. As shown in Fig.16, volu-
metric moisture content at shallow area shows drastic 
increase in response to rainfall event around 21:00. 
Rainfall intensity  observed by  tipping bucket type 
rainfall gauge shows va riation ranging from  1.0 
mm/min. to 2.0 mm/min. On the other hand, rainfall 
intensity by  Doppler ra dar rainfall gauge shows 
rainfall intensity  ranging from  2.0 m m/min. to 3.5 
mm/min, which is m uch higher than that one. In 
addition, focusing on the variation m ode of rainfall 
intensity, the correlation of variation between volu-
metric m oisture content and rainfall from Doppler 

radar rainfall gauge shows much better agreement 
than the other also. Specially , during 21:00-21:10, 
volumetric moisture content decreases in spite of 
continuity of rainfall event, rainfall variation ob-
served by Doppler radar rainfall gauge shows m uch 
better agreement with volum etric moisture content. 
Therefore, it can be im plied that Doppler radar rain-
fall gauge can catch variation of am ount of raindrop 
during torrential rainfall event m ore precisely  than 
tipping bucket ty pe rainfall gauge and that the con-
ventional rainfall gauge may provide smaller amount 
of rainfall to torrential rainfall. 

 
(a) Tipping bucket type rainfall gauge 

 

 
(b) Doppler radar rainfall gauge 

 

 
 

Fig.16 Correlation of variation of moisture content with 
rainfall intensity by two types of rainfall gauges 
(Moisture meter No.1; September 2, 2010) 

 
(a) 1 minute interval 

 

 
(b) 10 minute interval 

 

 
 

Fig.15 Comparisons of rainfall observed by two types of 
rainfall gauge (Rainfall B; June 25, 2010) 

Based on the above discussions, it is revealed that 
the fact that tipping bucket type rainfall gauge cannot 
catch very high intensity raindrop during a very short 
period as shown in Fig.15 causes the difference of 
accumulated rainfall between two ty pe gauges men-
tioned above. In other words, it is pointed out that in 
the case of torrential rainfall, accumulated rainfall 
observed by  conventional tipping ty pe gauge m ay 
provide underestimated results. 
 
 



 

 

5. INVESTIGATION OF THE EFFECT OF 
ANTECEDENT RAINFALL 

 
(1) Investigation of precision of observed results 

Before discussing variation of volumetric moisture 
content due to rainfall observed at the monitoring 
site, the preciseness of observed results is verified by 
focusing on am ount of infiltration into subsoil. As 
described previously , in this study , both change of 
volumetric moisture content and surface flow, that is 
to say, run-off is m easured. Therefore, am ount of 
moisture infiltration into subsoil can be calculated by 
following two methods: 
1) Method 1 

Calculation based on change of moisture contents 
observed by moisture meter during rainfall 
2) Method 2 

Calculation using run-off observed by V-shaped 
notch 

For method 2, considering catchment areas shown 
in Fig.7, which was specified by field survey, amount 
of moisture infiltration into subsoil can be derived as 
following equation: 
 

( ) AQPq sIN /−=  
                      (7) 

∑= iAA  

 
In which, qIN denotes averaged am ount of m oisture 
infiltration into subsoil corresponding to unit area 
(m2), and A denotes catchm ent areas, which is the 
summation of corresponding to each catchment area 
Ai. 

Here, it should be considered that while the 
amount obtained by method 2 is corresponding to an 
average value, the amount obtained by  method 1 is 
corresponding to a value observed at a spot where 
moisture m eter was installed. Fig.17 shows the 

comparison of am ount of m oisture infiltration into 
subsoil between two methods. Amount of infiltration 
obtained by both methods increases in proportion to 
accumulated rainfall, and finally  reaches constant 
value, which is amounted 18mm approximately. The 
trend of scattered values in both m ethods shows 
relatively good agreem ent. Therefore, it can be 
pointed out that the preciseness of obtained results is 
verified through the above comparison. 

 
 

Fig.17    Comparison of amount of infiltration into subsoil 
 

 
 

Fig.18  An example of the variation of volumetric moisture 
content 

 
(2) Investigation of effect of antecedent rainfall 

As m entioned in 1., for establishm ent of early  
warning system against torrential rainfall event, it is 
of engineering concern whether the effect of ante-
cedent rainfall on slope stability  should be consid-
ered or not.  In this section, the effect of antecedent 
rainfall is investigated based on the results of field 
monitoring shown in Fig.7. 

Fig.18 shows an exam ple of the variation of vo-
lumetric moisture content observed during Septem -
ber 2-September 7, 2010. In Fig. 18, following two 
kinds of moisture variation in subsoil are considered. 
The first one is am ount of moisture stored into sub-
soil during rainfall, and the other one is am ount of 
moisture reduced during the end of rainfall and the 
beginning of following rainfall event. Both are eva-
luated based on results of field monitoring. 

Here, reduction rate of moisture in subsoil is de-
fined as follow: 
 

SD QQK /* =                          (8) 
 
In which, K* denotes m odified reduction rate of 
moisture, QS denotes the amount of moisture content 
stored into subsoil during rainfall, QD denotes the 
amount of moisture content dissipated during the end 
of rainfall and the beginning of following rainfall 
event due to m oisture m ovement in subsoil and 
evaporation. 



 

 

First, for the amount of moisture storing into sub-
soil during rainfall, QS, involved in eq.(5), results 
corresponding to all rainfall events at field m onitor-
ing site are already  shown in Fig.17. Second, the 
amount of m oisture dissipating during the end of 
rainfall and the beginning of following rainfall event, 
QD, involved in eq.(5) corresponding to all rainfall 
events at field monitoring site are obtained based on 
monitoring results of moister meter in a same manner 
as QS.  

Fig.19 shows the variation of reduction rate K* due 
to elapsed tim e. The reduction rate, K* decreases 
gradually with the increasing of period between  the 
end of rainfall and the beginning of following rainfall 
event. According to regression curve shown in 
Fig.19, reduction rate K* at 3,000 minutes (50 hours, 
approximately 2 day s) is corresponding to 0. The 
result points out that when rainfall event occurs 
within 2 day s, the effect of antecedent rainfall on 
slope stability should be considered. 

Here, it should be noticed that the finding on re-
duction rate K* evaluated is based on a site-specific 
data. In addition, it is needless to say  that the timing 
when the effect of antecedent rainfall disappears 
depends on various conditions such as soil ty pe, 
vegetation and so on. However, as mentioned above, 
subsoil condition at the m onitoring site com prises 
relatively low permeable clay . Therefore, it is con-
sidered that it takes relatively longer time to dissipate 
volumetric moisture content after the end of rainfall 
event than other subsoil condition. For exam ple, in 
the case of slopes com prising weathered granite, in 
which landslide event has often been recorded, it is 
supposed that higher perm eability of subsoil may 
shorten time to disappear the effect of antecedent 
rainfall stored into subsoil. 

Finally, it is pointed out that investigation based on 
field monitoring at various places to investigate ef-
fect of antecedent rainfall stored into subsoil helps to 
establish comprehensive early warning system. 
 

 

 
 

Fig.19  Variation of reduction rate K* due to elapsed time 

5. CONCLUDING REMARKS 
 

In this paper, the precision of conventional rainfall 
gauge for m onitoring of torrential rainfall, and the 
physical m eanings for considering of the effect of 
antecedent rainfall on slope stability  are presented 
based on results of field monitoring in Nakhon 
Nayok, Thailand. The findings obtained are sum ma-
rized as follows: 
1)Rainfall variation observed by Doppler radar rain-

fall gauge shows m uch better agreem ent with 
variation of volum etric m oisture content. There-
fore, Doppler radar rainfall gauge can catch varia-
tion of amount of raindrop during torrential rainfall 
event m ore precisely  than tipping bucket type 
rainfall gauge. In addition, the conventional rain-
fall gauge may provide smaller amount of rainfall 
to torrential rainfall. 

2)According to m odified reduction rate K*, which 
was evaluated based on the results obtained from 
the field m onitoring in Nakhon Nay ok, the effect 
of antecedent rainfall on slope stability  should be 
considered when rainfall event occurs within 2 
days.  

3)The finding on reduction rate K* evaluated is based 
on a site-specific data. In addition, it is needless to 
say that the tim ing when the effect of antecedent 
rainfall disappears depends  on various conditions 
such as soil type, vegetation and so on. Investiga-
tion based on field monitoring at various places to 
investigate effect of antecedent rainfall stored into 
subsoil helps establishing of com prehensive early 
warning system. 
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The Niigataken Chuetsu-oki Earthquake which occurred a t J uly 16, 2007 in Japan caused substantial 
damage to the Kashiwazaki Kariwa Nuclear Power Station. At this site, the acceleration of the ground had 
exceeded the value that was expected by the seismic design. This was because the wave produced by the 
earthquake was amplified and focused by the physical properties of the sedimentary rock and the deep 
underground structure. After this earthquake, the Japanese government (METI) notified companies related 
to the atomic energy that the analysis of the site properties should be determined by considering a deep 
underground structure from a point of seismic design. As the contrasts of the physical properties are much 
higher in the sedimentary rock, this is more important to nuclear power plant sites that are covered with a soft 
sedimentary rock than for sites that are covered with volcanic rock. The authors implemented a seismic 
reflection and a refraction surveys and a microtremor array survey at the Spent Fuel Interim Storage Facility 
site to delineate a d eep underground structure and presume physical properties at this site. The results of 
these surveys derived from deep underground structure resulted in the validity of both surveys. As a result, 
we estimated the physical properties at this site up to a depth of 2500m. 

 
   Key Words : deep underground structure, seismic reflection survey, seismic refraction survey, micro-

tremor array survey 
 
 
1. INTRODUCTION 
 

The Niigataken C huetsu-oki E arthquake ( M6.8), 
which oc curred a t J uly 16, 2007 i n J apan, c aused 
substantial damage to the Kashiwazaki K ariwa 
Nuclear P ower S tation. A lthough t he safety of the 
reactor was secured in this ear thquake, there was a 
lot of damage to the facilities related to the operation 
of the power station.  

The main cause of this damage was the huge ac-
celeration of  t he g round, w hich ha d exceeded the 

value t hat was est imated by the numerical calcula-
tion for the seismic design. After this earthquake, it 
was proven that this phenomenon was affected by the 
following factors. 

・ Deep underground structure  
・ Thick sedimentary rocks 
At this site, there is a sy ncline st ructure, w hich 

related to t he f ocus of  t he w ave pr oduced by  t he 
earthquake. I n a ddition, t he t hickness of  the sedi-
mentary rock is also related to the amplification of 
the wave at the surface. This is because the contrasts 



 

  

of the phy sical properties are much higher in the 
sedimentary rock than in the volcanic rock. 

This earthquake showed that it is important to take 
into account the deep underground structure in order 
to estimate the ground acceleration and its effects on 
seismic design. Therefore, the Japanese government 
(METI) notified to the companies related to atomic 
energy that the analysis of the site properties should 
be determined by c onsidering a  de ep underground 
structure. 

 In t his st udy, w e ap plied a seismic reflection 
survey and a microtoremor array survey at the Spent 
Fuel Interim Storage Facility site to delineate a deep 
underground structure and to determine its physical 
properties. 

 As a result of this survey, we succeeded in deli-
neating t he underground structure up t o a  depth of 
2500m, and estimated the physical properties at this 
site.  

 In t his pa per, w e i ntroduce t he r esults of our 
survey and its applicability to other sites. 
 
 
2. SEISMIC DESIGN OF THE NUCLEAR 

POWER STATIONS IN JAPAN 
 

In Japan, there is a "Regulatory Guide for Re-
viewing the Seismic D esign o f N uclear P ower 
Reactor Facilities" which was issued by the Nuclear 
Safety Commission of Japan. This guide was issued 
in 1978 as a first revision and revised in 1981. After 
the G reat H anshin-Awaji E arthquake i n 1995, t he 
latest seismological and earthquake knowledge was 
accumulated and resulted in the revision of this guide 
in 2006. The next year, The Niigataken Chuetsu-oki 
Earthquake caused su bstantial d amage t o t he K a-
shiwazaki Kariwa N uclear P ower S tation. This 
earthquake showed t hat t he de ep underground 
structure ab ove t he sei smic b edrock af fect to the 
acceleration of the ground at the surface.  

For t his r eason, companies r elated t o t he atomic 
energy w ere r equired t o c onfirm the deep under-
ground structure in detail, and precisely estimate the 
physical properties related to seismic design. 

As i t i s d ifficult t o d elineate an d estimate deep 
underground structures, geophysical t echniques ar e 
now receiving much attention in this field.  

Seismic reflection surveys and microtremor array 
surveys have esp ecially r eceived m uch at tention 
recently b ecause t hese su rveys o ffer an  ef fective 
technique in determining important aspects of seis-
mic design. 

Fig.1 The result of seismic reflection survey（ C line） . 
 
 
3. PLAN FOR THE INVESTIGATION AT 

THE SPENT FUEL INTERIM 
STORAGE FACILITY SITE  

 
The geology of the Spent Fuel Interim Storage 

Facility site consists of neogene and quaternary sand 
layers, which was confirmed by a w ell bore i nves-
tigation w hose t arget de pth w as a bout 300m  just 
beneath the s ite. To confirm the deep underground 
structure, we conducted a sei smic reflection survey 
and determined that the thickness of the sedimentary 
rock was at about the depth of 1700m (Fig.1).  

 From the aspect of seismic design, we must con-
sider more carefully the deep underground structure 
at sites that are covered with sedimentary rock than 
at sites covered with volcanic rock, because the 
contrasts of the physical properties are much higher 
in the sites that are covered by sedimentary rock. 

 We ex amined t he g eological investigation tech-
niques that could be applied to our site to confirm the 
deep underground structure around the site. As it was 
not realistic to drill the well t o a  de pth of  a round 
1700m, other techniques that could accurately esti-
mate deep underground structures were required. We 
concluded that geophysical techniques were the most 
suitable t o i nvestigate t he d eep underground struc-
ture at this site. 

 In regard to the seismic design, S wave velocity is 
an i mportant p hysical p arameter i n cal culating the 
amplification of the wave at  the surface, as w ell as 
the spatial distribution of the sedimentary rock. 

Microtremor ar ray su rveys can  est imate S wave 
velocity v alues a nd bounda ries i n depth direction 
easily, so we adopted this t echnique at  this si te, as 
well as seismic reflection and refraction surveys that 

  



 

  

could delineate the deep underground structure in a 
spatial manner (See Fig.1: The result of the seismic 
reflection survey).  

 
 

4. GEOPHYSICAL SURVEYS  
 

At the Spent Fuel Interim Storage Facility site, we 
conducted a seismic reflection survey, a seismic 
refraction survey, and a microtremor array survey to 
delineate the deep underground structure. The details 
of each survey are as follows. 
 
(1) Seismic reflection survey 

The location map of the seismic reflection survey 
is shown in Fig.2, and the parameter of the survey is 
shown in Table 1 respectively.  

As the aim of this survey was to delineate the deep 
underground structure, we conducted a sei smic ref-
lection survey using Vibroseis as a source. The total 
profile length was 12.4km, which covered the area of 
5km radius from the facility. 

The results of this survey are shown in Fig.3. From 
these results, we could confirm clear reflection lay-
ers that correspond t o t he s edimentary rock i n t he 
eastern part of this section. The maximum depth of 
the sed imentary rock was estimated to be about 
1700m, and the construction of our facility was 
planned to be located at this position. Although the 
fault was presumed at a d istance of 5km, it was not 
thought to affect the construction of the facility be-
cause the quaternary sediments were not affected by 
this fault. 

However, t he de ep underground structure i n t he 

western part of this section was not as clear as in the 
eastern part. It was thus determined that there was no 
large structural gap between the eastern area and the 
western area, but the dispersion layer existed around 
this ar ea. T o confirm this, we conducted a seismic 
refraction survey t o d elineate t he P  w ave v elocity 
structure.  

 
(2) Seismic refraction survey 

 The location of the seismic refraction survey was 
the same as t he sei smic r eflection su rvey. T he p a-
rameters of the survey are shown in Table 1.  

 The aim of this survey was to delineate the deep 
underground structure as a P  wave velocity an d t o 
confirm the fact that the r esults of the sei smic ref-
lection survey in the western part was caused by the 
existence of the dispersion layer. We also conducted 
a seismic r efraction su rvey u sing V ibroseis as a 
source. 

 The r esults o f t his su rvey ar e sh own in Fig.4. 
From these results, we were able to confirm that the 
depth of the layer whose P wave velocity was higher 

 
Fig.2 Location map of the seismic reflection and seismic refraction surveys. 
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Table 1 The parameter of the seismic reflection and refraction 

surveys. 
Seismic reflection survey Seismic refraction survey

Profile Length 12.4km 12.4km

Sampling interval 4ms 4ms

Record length 8sec 20sec

Source Vibroseis Vibroseis

Num. of source 246 5

Source interval 40m 5km 

Sweep parameter 8-60Hz 6-40Hz

Receiver SM-7 (10Hz) SM-7 (10Hz)

Num. of receiver 621 621

Receiver interval 20m 20m  
 



 

  

than 5km/sec w as al most f lat i n t his sect ion. T his 
layer corresponds to the layer that could not be de-
tected clearly by the seismic reflection survey. This 
result shows that the deep underground structure has 
no large structural gap caused by the fault. 

 
(3) Microtremor array survey 

 In determining seismic design, i t is important to 
understand t he S  w ave s tructure i n de tail. F or t his 
purpose, we conducted a microtremor array survey at 
this site. 

 The location map of the microtremor array survey 
is shown in Fig.5, and the parameters of the survey 
are shown in Table 2 respectively. 

 The Microtremor array survey was conducted at  
the two areas s hown i n F ig.5. T his i s b ecause w e 
aimed to confirm that there is no large structural gap 
between both the eastern part and the western part of 
the facility. 

 As t he de pth of  t he s edimentary rock was a s-
sumed to be at a depth of about 1700m based on the 
results of the seismic reflection and the seismic re-
fraction surveys, the maximum array size was set to 
detect the basement rock. The size of the array was 
also considered to in determining the topographical 
conditions and the measurement restrictions. 

 The r esults o f t his su rvey ar e sh own in Fig.6. 
These results showed that the depth of the basement 

  
Fig.3 The results of the seismic reflection survey. 

  
Fig.4 The results of the seismic refraction survey (P wave). 

 
 
 

Spent Fuel Interim 
Facility

AREA I

AREA II

 
Fig.5 Location map of the microtremor array survey. 

Table 2 The parameter the microtremor array survey. 
AREA I (west)

Array Record lengh
Samping

frequency
Num. of data

(Analysis)
Frequency range

(Analysis)

A

B

C 2hour 70 0.588～1.008Hz

D 35 1.02～2.004Hz

E

F

AREA II (east)

Array Record lengh
Samping

frequency
Num. of data

(Analysis)
Frequency range

(Analysis)

E1 15 0.24～0.30Hz

E2 36 0.32～0.72Hz

E3 36 0.76～2.96Hz

28 2.064Hz～3.504Hz
50m

4hour

1hour

100Hz
250m

100m

126 0.3～0.576Hz

100Hz

1000m

500m

Array size
(Base lengh)

2000m

1hour800m

200m

Array size
(Radius)

1600m
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rock was slightly shallower in the western part of the 
facility t han i n east ern p art. T his st ructure co rres-
ponds to the activity of the reverse fault, which was 
determined from the results of the seismic reflection 
survey. However, the structural gap of the fault was 
small, so these results are consistent with the results 
of the seismic refraction survey. The results derived 
in eastern part also correspond to the results of the 
seismic reflection survey.  
 

5. INTERPRETATION OF THE 
 GEOLOGICAL STRUCTURE 

 
From the results of the geophysical surveys which 

were analyzed u sing g eological information, w e 
determined the deep underground structure shown in 
Fig.7. 

 We determined that there is a fault at this site at a 
distance of 1km. It was confirmed, however, that this 

Vs = 3305m/s

Vs = 1690m/s

Vs = 975m/s

Vs = 705m/s

Vs = 3230m/s

Vs = 1480m/s

Vs = 845m/s

Vs = 615m/s

AREA I Spent fuel interim facility

AREA II 
(Center of the large array)

 
Fig.6 The results of the microtremor array survey(Displayed with the result of seismic refraction survey). 

 

 
Fig.7 The interpretation of the deep underground structure at the Spent Fuel Interim Storage Facility. 
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fault does not affect the quaternary sediment, and the 
depth of the basement rock was almost flat from the 
results of the seismic refraction survey and the mi-
crotremor array survey, so we were able to confirm 
the s afety o f th e f acility. In addition, it was deter-
mined f rom t he r esults o f t he surveys that there 
would be no large focusing of the wave caused by the 
shape of the deep underground structure at this site.  

However, since we confirmed that there is a thick 
sediment layer that would cause an amplification of 
the wave beneath the facility, we must take its effects 
into account when determining seismic design. 

To calculate and estimate the effect of the ampli-
fication of the sedimentary rock, we tried to set the 
physical properties of the sedimentary rock and the 
basement rock. 
 
 
6. ESTIMATION OF THE PHYSICAL 

PROPERTIES 
 

To calculate and est imate o f t he seismic ground 
motion characteristics which are caused by the deep 
underground structures, the model of  phy sical 
properties was made using geophysical surveys.  

The geological classifications w ere estimated 
from t he sei smic r eflection survey and geological 
information, and the S wave velocity of each layers 
were estimated from microtoremor array survey and 
S w ave reflection su rvey. T he damping ratio was 
estimated using information from free surface of the 
base s tratum. T he ot her pr operties w ere est imated 
using the relation of Ludwig et. al.1).  

The estimation of physical properties is shown in 
Table 3.  

The result that the calculated seismic ground mo-
tion using this model was less than the design basis 
earthquake ground motion s hows there i s no f ocus 
effect caused by geological structure at this site.  
 
 
7. CONCLUSIONS  
 

We implemented a sei smic reflection and a re-
fraction surveys and a m icrotremor ar ray su rvey at  
the Spent Fuel Interim Storage Facility site to deli-
neate a d eep u nderground s tructure a nd pr esume 
physical properties at this site.  

These results show that the geophysical technique 
is effective to delineate deep underground structures 
in detail. We also confirmed that the physical prop-
erties can be modeled using results of the geophys-
ical surveys.  

This result shows th e a pplicability o f th is te ch-
nique to other sites in the aspect of seismic design. 
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Table 3 Estimation of physical properties. 
Density S wave velocity P wave velocity Damping ratio

ρt (g/cm
3
) Vs (m/s) Vp (m/s) h

① 1.97 705 2,075 0.01

②' 2.04 900 2,285 0.01

③’ 2.16 1,300 2,760 0.01

④ 2.69 3,305 5,720 0.01

① 1.97 705 2,075 0.01

② 2.05 975 2,375 0.01

③ 2.26 1,690 3,165 0.01

④ 2.69 3,305 5,720 0.01

 location

eastern
part

classification

western
part
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For the successful and efficient development of a fractured oil/gas reservoir, it is important to estimate   
multi-phase fluid flow behavior in the single fracture.  In many cases, the fluid flow in the fracture has been 
studied by the simplified model as parallel smooth plates. Therefore, the anisotropy of the fluid flow be-
havior inside the fracture has not been estim ated accurately. Moreover, it is not well understood how the 
wettability of the fracture surfaces, the interfacial tension between water and oil, and the geometries of the 
fracture surfaces affect the multi-phase flow behavior in the single fracture 

In this study, in order to understand these phenomena, we investigated the multi-phase flow behavior in 
the single fracture model and try to determine the fracture relative permeability of oil and water b y per-
forming water flooding simulations using Multi-phase Lattice Boltzmann Method. By this study, the effect 
of the wettability and the interfacial tension on the multi-phase flow behavior and the relative permeability 
in the fracture has been  clarified. 

 
   Key Words : fracture, cubic low, relative permeability ,Lattice Boltzmann Method, wettability, interfacial 

tension  
 
 
1. INTRODUCTION 
 

In the oil/gas exploration and production business, 
production from  the fractured reservoirs has been 
increasing. McNaughton and Grab estim ated that 
ultimate recovery from currently producing fractured 
reservoirs will be exceeded 40 billion stock tank 
barrels of oil1). However, in spite of the importance of 
fractured reservoirs, m any technical problems are 
still unsolved. The problem s can be classified into 
three groups. The first is the detection and quantifi-
cation of fracture distribution, the second is the 
evaluation of fracture communication and the third is 

the understanding of multi-phase flow phenomena in 
a fracture. In this paper, we focus on the 
understanding of m ulti-phase fluid flow in the 
fracture.  
 
(1) Single phase fluid flow in the fracture 

Generally, the fracture perm eability is estim ated 
by the cubic law, that is, the volumetric flow rate in a 
fracture is directly  proportional to the cubic of its 
aperture.  This law is valid for the laminar flow 
between two perfectly  sm ooth parallel plates.  
However, the fractures have com plicated rough 
surfaces. This m akes the fluid flow through them 



 

 

anisotropic and their perm eability deviate from  the 
cubic law. Fig.1 shows the single phase fluid flow 
simulation result carry ed out by  Watanabe, et al2). 
They conducted single phsae fluid flow sim ulations 
by solving local cubic law to a fracture m odel 
constructed by  X-ray  CT im age. In this figure, an 
anisotropic and preferencial flow path can be 
observed and the evaluated perm eability was 
deviated from the cubic law. 
 

 

 
 
(2) Multi-phase flow in the fracture 

When we deal with the m ulti-phase flow phe-
nomena in the oil/gas reservoir, the generalized 
Darcy’s law to the m ulti-phase flow defined as 
equation (1) is applied.  
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v     (1) 

where Vi=(δQi/δA)n, with Q the volumetric flow rate 
and n the unit normal vector of the surface δA, k is the 
absolute permeability, kr  is the relative peremabiltiy, 
μ is the viscosity  of fluid, P is the pressure, and 
subscript i indicates non-wetting phase and wetting 
phase respectively. By combining this equation with 
the continuity  equation, the governing equation of 
fluid flow is obtained. Based on this governing 
equation, the fluid flow simultions for the forcast of 
oil/gas produciton are carried out. 

Typical relative perm eabilty curvses of oil and 
water for the porous m edia are shown in Fig.2. 
Generally, kro and krw are treated as a function of the 
saturation, krw starts to increase from  the irreduible 
water saturation and kro becomes 0 at the residual oil 
condition. Since the shapes of the curves and those 
endpoits have a significant impact on the multi-phase 
fluid flow, the accurate estim ation of relative 
permeability is important.   

Meanwhile, in the case of multi-phase flow in the 
fracture, the two straight lines satisfy ing the relation 
of kr,nw+kr,w = 1 as shown in Fig.3 have been widely 
used for the fracture relative perm eability curves 
based on the experim ental works by  Romm (1966), 

where kr,nw and kr,w are the relative perm eability of 
non-wetting phase and wetting phase respectively .  
This type of relative permeability curves physically 
means that the each phase flows in its own flow path 
without interference. But, som e theoretical or 
experimental works and some numerical simulations 
to the two-phase flow in a single fracture have shown 
that each phase flows with strong phase 
interference3-6). However, these works are not 
sufficient to understand the phase interference flow 
behavior for the correct estim ation of the fracture 
relative perm eability.  Therefore, additional detail 
research on the multi-phase flow in a single fracture 
must be performed. 

In this study, we try to simulate and to estimate the 
relative perm eability to the single fracture model 
having com plex surface geom etry by  perform ing 
two-phase flow sim ulations using the Lattice 
Boltzmann m ethod (LBM).  Moreover, we 
investigate the effect of the wettability  and the 
interfacial tension on the m ulti-phase flow behavior 
and the relative perm eability by  the m ulti-phase 
LBM flow simulations. 

Fig.1 The result of single phase fluid flow simulation by 
Watanabe et al. (2010) 
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Fig.2 Typical relative permeability for the porous media 
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Fig.3 The fracture relative perm eability curves based on 
experimental works by Romm. (1966) 



 

 

2. CONSTRUCTION OF MULTI-PHASE 
LATTICE BOLZMANN MODEL 
 
(1) Multi-phase LBM 

The Lattice Boltzmann Method (LBM) is based on 
cellular automata, which describes a complex system 
by the interaction of a m assive number of cells fol-
lowing sim ple local rules 7).  While other methods, 
such as the FEM or the FDM, discretize the m odel 
and the governing equations, the LBM m ethod re-
covers the governing equation from  the rule in the 
discrete model.  

In order to simulate the immiscible two-phase flow 
of oil and water, the Boltzm ann equation for the 
colored particles, red (oil) and blue (water) was used 
in this study.  It is given by the following equation. 

( ) ( ) ( tΩtftttf k
i

k
ii

k
i ,,, xxcx +=Δ+Δ+ )  (2) 

where fi
k(x, t) and Ωi

k(x,t) are the particle 
distribution function and the collision function 
respectively. They  are defined to every kind of 
particle k, red and blue, and to every direction of 
particle m otion i at the position x and tim e t. In 
Equation (2), ci is the particle velocity  in i direction 
on the lattice, and Δt  is the time step during which the 
particles travel one lattice spacing. The particle 
velocity vectors on the D3Q15 (3D-LBM with 15 
velocities) lattice used in this study is given by 
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The collision function is decom posed into two 
terms as Equation (4). 

( ) ( )( ) ( )( )Bk
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The first term  of the right side of Equation (4) 
represents the relaxation from  the collision 
perturbing condition to the local equilibrium  
condition.  This term  determines the effect of fluid 
viscosity in the LBM sim ulation. The second term  
represents the surface tension between the two kinds 
of immiscible fluid. 

The first term of the collision function is defined as 
Equation (5) apply ing BGK 
(Bhatnagar-Gross-Krook) collision operator. 
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k
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where τk is the relaxation tim e to the local 
equilibrium condition after collision, and fi

k(eq) is the 
local equilibrium  particle distribution function.  In 
this study, in order to get the num erical stability, the 
value of τk is set to 1.  On the other hand, the second 
term of the collision function is defined by  Equation 
(6) apply ing the interfacial tension m odel proposed 
by Grunau et al8). 
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where A is the coefficient which controls the 
magnitude of interfacial tension, and K is the 
coefficient determ ined from  the mass conservation 
depending on the lattice model.  In this study, A is set 
to 1.0x10-3 for the base case of interfacial tension.  K 
is 1/3 for the 3D15Q lattice m odel.  F is a function 
called local color gradient.  It is defined by Equation 
(7). 

( )∑ Δ+−Δ+=
i

ibiri ttttt ),(),(),( cxcxcxF ρρ
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where ρr and ρb are the density of red fluid and blue 
fluid respectively. This function has a contribution at 
the interface of immiscible fluids. 
 
(2) Verification of multi-phase LBM 

The change of contact angle depending on the 
wettability and the Young-Laplace relation were 
simulated in order to confirm  the validity of the in-
terfacial tension model used in the multi-phase LBM.  

Wettability is an index how the solid surface has a 
tendency to be wet with the contacting fluid.  It is 
estimated by the contact angle, θc, of a droplet on the 
solid surface.  When a droplet of oil contacts a rock 
surface in water and the contact angle m easured 
through the oil is less than 90 degrees, the rock sur-
face must be oil wet.  Conversely , when it is m ore 
than 90 degrees, the rock surface must be water wet.  
Moreover, when it is just 90 degrees, the rock surface 
must be neutral wet.  

Supposing the following relations am ong the in-
terfacial tensions between the rock surface and the 
oil, γs-o, the oil and the water, γo-w and the rock surface 
and the water, γs-w,

woos −− = λγγ     (8) 
wows −− −= γλγ )1(    (9) 

where λ is the scaling parameter ranging from 0.0 
to 1.0. The contact angle can be obtained from the 
Young’s equation as 

λθ 21cos −=c     (10) 
Therefore, any contact angle of rock surface can be 

realized by setting λ according the Equation (10). 
Then, the contact angle of an oil droplet on a flat 

rock surface in water was simulated to the case of the 
perfectly water wet, λ=1.0, the neutral wet, λ=0.5, 
and the perfectly  oil wet, λ=0.0.  The results of the 
simulation are shown in Fig.4.  In the case of the 
perfectly water wet, the oil droplet changed its shape 
from the initial condition in Fig.4(a)  to be a sphere as 
shown in Fig.4(b).  In the case of the neutral wet, the 
oil droplet changed its shape to be a sem i-sphere as 



 

 

shown in Fig.4(c).  In the case of the perfectly  oil 
wet, the oil droplet spread itself on the rock surface as 
shown in Fig.4(d).  From  these results, we can rec-
ognized that the contact angles are well sim ulated, 
although it looks larger than 0 degree in the case of 
the perfectly oil wet. 
 

           
(a) initial condition                          (b) perfectly water wet 

 

           
(c) neutral wet                     (d) perfectly oil wet 

 
 

Next, the Young-Laplace relation described by 
Equation (11) must be satisfied when a droplet of one 
phase exists in another im miscible phase under the 
static condition. 

R
ppp outin

γ2
=−=Δ     (11) 

where pin is the inside phase pressure of the drop-
let; pout is the outside phase pressure of the droplet; γ 
is the interfacial tension, R is the radius of the droplet. 

Then, a square oil droplet was put in the water, and 
the pressure difference between the oil and the water, 
Δp, and the radius of the oil droplet, R, was evaluated 
under the static equilibrium condition. The relation 
between the Δp and the reciprocal of the radius, 1/ R, 
was plotted by changing the volume of the square oil 
droplet.  The simulation was carried out to the two 
cases of interfacial tension by  setting the coefficient 
of A 1.0x10-3 and 0.5x10-3.  They are the base case of 
interfacial tension and the half of the base case.  The 
result of the plot is shown in Fig.5.  From this figure, 
it can be recognized that the Δp is directly  propor-
tional to the 1/ R, and the Young-Laplace relation is 
satisfied. 
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Fig.5 The realization of Young-Laplace relation the pres-
sure difference between oil and water and the reciprocal of 
the radius of the oil droplet, R. 

3. WATER FLOODING SIMULATION IN 
A SINGLE FRACTURE 

 
(1) Single fracture model used for the simulation 

It has been shown that the topography of a fracture 
surface is a self-affine fractal and the power spectral 
density function of the fracture surface profile, G(f), 
shows a decaying power law that can be described as 

)25()( DCffG −−=      (12) 
where D is the fractal dimension; C is a constant; f 

is the spatial frequency 9,10).  The two m eeting sur-
faces of a single fracture correlate each other in the 
lower spatial frequency band and do not correlate in 
the higher spatial frequency  band.  The fracture sur-
faces interlock and the aperture distribution is gen-
erated by this frequency dependent correlation. 

Fig.4 The realization of wettability  condition of rock sur-
face in the LBM 

In order to generate such a fracture num erically, 
we used the Glover’ s method11).  The fractal dim en-
sion and the roughness of the generated fracture 
surfaces are set by  changing the slope and the inter-
section of the decaying power law respectively.  We 
generated a square single fracture m odel of 1024 
lattices in side length and 64 lattices in thickness. 
Then, a single fracture m odel of 100 lattices in side 
length and 64 lattices in thickness was cut out and the 
10 lattices in length and 64 lattices in thickness of 
fluid buffer regions were added to the both sides of 
inlet and outlet. The single fracture model is shown in 
Fig.6 and its descriptions are listed in Table 1. 
 



 

 

    
                (a) bird view                        (b) aperture distribution 

 
 

 
 

Lattice interval 0.05 (mm/lattice) 
Size of Fracture area 120 x 100 (lattice) 
Contact ratio 0.8 (%) 
Max. aperture 12 (lattice) 
Mean aperture 4.2 (lattice) 

 
 (2) Relative permeability estimation of a single 
fracture 

By conducting Multi-phase LBM simulation to the 
fracture model, the relative permeability of the single 
fracture model was estim ated from the average flux 
of each phase and the water saturation. In this simu-
lation, the fracture was perfectly saturated with water 
at first, and then oil was injected under the constant 
pressure gradient until the irreducible water satura-
tion was accomplished. After that, the water flooding 
was carried out. The sim ulation conditions are 
summarized in Table 2.   

The snapshots during the sim ulation are show in 
Fig.7. At first, water invades even in the sm all ap-
erture regions avoiding the oil saturated large aper-
ture regions. Then, as result of water breakthrough, 
two isolated oil islands are form ed (20,000 steps). 
After that, one of them is swept by the injected water, 
but the other is remained. 

Oil and water relative perm eability curves concav-
ing downward are obtained as shown in Fig.8.  It can 
be recognized that the relative permeability curves of 
a single fracture are not straight lines satisfy ing the 
relation of kr,nw+kr,w = 1.  This is probably because the 
each phase of fluid flows avoiding or pushing each 
other in the com plex aperture distribution of the 
fracture, and the flow pass consequently  becomes as 
tortuous as the porous reservoir rocks. 
 
 
 
 
 

 
 

Table 2 The simulation condition. 

Water 1.0 x 103kg/m3Density 
Oil  0.9 x 103kg/m3

Water 1.0 x 10-3Pa・s Viscosity 

Oil  4.5 x 10-3Pa・s 
Wettability Perfectly water wet 
Interfacial tension A=1.0 x 10-3 (Base case) 
Boundary condition Constant pressure 

boundary 

Fig.6 The single fracture m odel used for the multi-phase 
simulation. 

 Table 1 The description of the fracture model used in the 
study.  

   
 initial 10000 steps 20000 steps 
 

   
 30000 steps 40000 steps 50000 steps 

 
 

Fig.7 The change of oil saturation during the water flooding. 
(Gray color represents oil, block color represents water.) 
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Fig.8 The fracture relative perm eability curves of oil and 
water obtained from the water flooding simulation. 

a) Effect of wettability on relative permeability 
Water flooding simulations were performed to the 

perfectly water wet, the neutral wet, and the perfectly 
oil wet to the sam e single fracture m odel as m en-
tioned above.  However, the viscosity ratio was set to 
one in order to diminish the effect of viscosity .  The 
initial water saturation is 57.2% to the water wet, 
42.6% to the neutral wet, and 20.7%  to the oil wet 
(Fig.9). From this initial water saturation condition, 
water was injected into the fracture under the con-



 

 

stant pressure gradient. 
The change of the oil saturation is shown in Fig.10 

to each case of the wettability in the progress of time 
step.  In the case of the perfectly  water wet, it is 
shown in Fig.10(a), the aspect of the flooding is the 
same as above mentioned. The residual oil saturation 
is 1.5%.  In the case of the neutral wet, it is shown in 
Fig.10(b), the alm ost all of oil is flooded out con-
tinuously without form ing the independent oil is-
lands. The residual oil saturation is 0.74% .  In the 
case of the perfectly oil wet, it is shown in Fig.10(c), 
the water invades selectively  the large aperture re-
gions.  Two flow paths are form ed as the result of 
avoiding the surface contact region, and the two flow 
paths surround the sm all aperture region around the 
surface contact region.  The oil in that small aperture 
region is left finally.  The residual oil saturation is 
5.7% that is the highest am ong the three cases of 
wettability (Fig.11). 
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 initial 10000 steps 20000 steps 
 

   
 30000 steps 40000 steps 50000 steps 

(a) perfectly water wet 

 

   
 initial 10000 steps 20000 steps 
 

   
 30000 steps 40000 steps 50000 steps 

(b) neutral wet 

 

   
 initial 10000 steps 20000 steps 
 

   
 30000 steps 40000 steps 50000 steps 

(c) perfectly oil wet 
Fig.9 The initial water saturation of each wettability  condi-
tion. (Before water flooding) 

 
 

Fig.10 The change of oil saturation during the water 
flooding. (Gray color represents oil, block color represents 
water.) 
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Fig.11 The residual oil saturation of each wettability  con-
dition. (After water flooding) 

The relative permeability curves are shown in 
Fig.12 to each case of the wettability.  In the case of 
the perfectly  water wet, the water relative perme-
ability is difficult to increase during the small water 



 

 

saturation, because the water flows by avoiding the 
oil occupy ing large aperture region.  But it rapidly 
increases with the increase in the water saturation, as 
the water flows through alm ost the whole fracture.  
Consequently, the water relative perm eability curve 
concaves downward.  In the case of the neutral wet, 
the both relative permeability curves of oil and water 
become almost straight line.  This is because the each 
phase of the fluid can flow without capillary force.  In 
the case of the perfectly  oil wet, the relative perm e-
ability of water concaving upward is obtained.  This 
is because the water inva des selectively  the large 
aperture regions at first and then it spreads into the 
small aperture regions.  The flow rate of the water 
decreases as the result. 
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(a) perfectly water wet 
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(b) neutral wet 
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(c) perfectly oil wet 

 

b) Effect of interfacial tension on relative per-
meability 

The effect of the interfacial tension on the relative 
permeability was secondly investigated.  We set the 
value of interfacial tension controlling coefficient, A, 
1/10 of the base case, and performed the water 
flooding sim ulation to the cases of perfectly water 
wet and the perfectly  oil wet.  The pressure gradient 
and viscosity ratio are the sam e with the previous 
simulations. 

Although the flow pattern of the both cases of the 
wettability is alm ost the sam e with the base case of 
the interfacial tension, the formed oil islands become 
smaller in the case of the perfectly water wet and the 
water invades into the smaller aperture regions in the 
case of the perfectly oil wet by  reducing the interfa-
cial tension. The residual oil saturation decreases in 
the both cases of the wettability .  The residual oil 
saturation is 0.04% to the perfectly  water wet and 
4.2% to the perfectly oil wet.   

The relative perm eability curves are shown in 
Fig.13 to each case of the wettability.  In the both 
cases of wettability, the relative perm eability curves 
approach the straight line which is shown in Fig.3.  
This is probably because the capillary effect becomes 
small and the flow behavior of the both fluids be-
comes independent of the aperture distribution. 
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(a) perfectly water wet 
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(b) perfectly oil wet 

4. CONCLUSION 

Fig.13 The change of relative permeability curves due to the 
decrease of interfacial tension. Fig.12 The relative permeability curves of each wettability 

condition. 



 

 

 
Multi-phase flow behavior is simulated by the 

LBM used in the study, and the relative permeability 
of oil and water for the single fracture is estimated. 

As a result of the water flooding simulation in the 
fracture having a com plex topography  of surface, 
residual oil is observed clearly. 

In the case of perfectly  water wet surface, the re-
sidual oil is rem ained in isolated droplet shape from 
the flow path of water phase. 

In the case of perfectly oil wet surface, the residual 
oil is remained at the small aperture region around the 
surface contact region. 

The fracture relative permeability curves of oil and 
water are not the straight lines but the curves whose 
shape depend on the wettability  of the fracture sur-
face and interfacial tension between oil and water. 

The water relative perm eability curve concaves 
downward when the wettability  is perfectly water 
wet , and it concaves upward when the wettability  is 
perfectly oil wet. 

The relative perm eability curves of oil and water 
approach a straight line regardless of the wettability  
when the interfacial tension between oil and water is 
reduced. 
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In southern Vietnam, there has continued to increase number of industrial plants, which are becoming the 

large amount of CO2 emission sorces. Some offshore CO2 gas fields have already been developed by 
separating CO2 from the produced gas and more offshore CO2 contained gas fields are waiting for the 
development. Through these activities, CO2 emission will be more and more increased and its immediate 
reduction has to be considered from environmental protection point of view. It is apparent to take this action 
in quicker manner. JOGMEC and VPI have been cooperated to tackle this issue through the joint studies 
since 2007. CO2 EOR application to the oil field(s) will increase oil production as well as contributing CO2 
sequestration by transporting CO2 from industrial plants or CO2 contained gas field. In addition, unique 
Japan technology of Gas To Liquid (JAPAN-GTL) can handle CO2 directly to produce liquid from pro-
duced gas including CO2 without separating CO2. An integrated design of CO2 related development is 
overviewed in the paper. 
 
   Key Words : Offshore Vietnam, CO2 Emission Reduction, CO2 EOR, JAPAN-GTL 

 
1. INTRODUCTION 
 

Japan Oil, Gas and Metals National Corporation 
(JOGMEC) specializes in technology related to oil 
and natural gas exploration and development as 
shown in Fig.1, and deploys its expertise to find 
solutions to technical problems at oil and gas fields 
operated by Japanese companies. JOGMEC also 
collaborates on projects globally, having technical 
partnerships with oil- and gas-producing countries. 
JOGMEC develops the basic and advanced tech-
nologies necessary for these solutions, and provide 
the technologies and the latest technical information 
to private industry. 
 

From 2007, JOGMEC, Vietnam Oil and Gas 
Group (PVN) and Vietnam Petroleum Institute (VPI) 
have been cooperated in the technical studies inten-
sively for EOR and Gas utilization technologies. 

Those technologies are aimed to develop the oil and 
gas fields considering the reduction of CO2 emis-
sion. The paper separeately focuses on the CO2 EOR 
and GTL, however, the integration is considered 
since both technologies can be combined well for the 
effective utilization of CO2. 

 

 
Fig.1 JOGMEC Current Technology Area 

 
2. FEASIBILITY STUDY ON CO2 EOR 

APPLICATION TO OFFSHORE 

VIETNAM OIL FIELD 



 

  

 
In one of the oil field producing from sandstone 

reservoir, JOGMEC started CO2 EOR study in 2007 
as the joint study among JOGMEC, PVN (VPI) and 
JX Nippon Oil & Gas Exploration Corporation and 
completed in 2010.  
 

The target reservoir is characterized as a 
thin-layered sandstone with the depth of 2,100 mss 
and 50m gross thickness. Structure map is shown in 
Fig. 2. Average reservoir permeability is in the range 
of several tens of md with wide variety from several 
md to thousands md. Average porosity is about 25%. 
Initial reservoir pressure is 3,100 psi with the oil 
gravity of 38°API. Since water injection has been 
started step by step, the reservoir pressure has not 
been increased field-wide yet and the current reser-
voir pressure has depleted in the range of 2,000 - 
2,500 psi. The field operator is planning to expand 
the number of water injectors to sweep oil and to 
increase reservoir pressure for preparing possible gas 
flooding (i.e. CO2 EOR). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Study Target Reservoir Map 
 
 

The success of CO2 EOR project relies on the 
following several key issues; 

 
- Reliable Reservoir Simulation Model  
- MMP (Minimum Miscible Pressure) and Core 
Flood Test 
- Evaluation of Field Incremental Recovery Factor 
(Vertical and areal sweep efficiency) 
- CO2 injection related cost and economics 
 

The above four technical issues have been studied 
in detail and described below. 
 
(a) Reliable Reservoir Simulation Model: 
 

Black oil (Oil – Gas – Water immiscible system) 

reservoir simulation model has been constructed by 
upscaling the geological model. After tuning the 
reservoir parameters, mainly permeability distribu-
tion has been reviewed and modified by the careful 
investigation of porosity-permeability correlation, 
reasonable history matching has been achieved. Fig. 
3 shows the geological model in the representative 
layer and Fig. 4 shows the history matching results. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Geological Model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 History Matching Results 
 
(b) MMP (Minimum Miscible Pressure) and Core 
Flood Test: 
 

A series of laboratory study was conducted to ob-
tain reservoir Oil-CO2 interaction function by using 
recombined oil from fresh surface samples. Con-
ventional PVT test, slimtube test, solubility swelling 
test, core flood test and interfacial tension meas-
urement were conducted mainly at the Technology 
Research Center (TRC) of JOGMEC. 
 
- Slimtube test for MMP Measurement 
 

Slim tube is composed of the long pipe (4.6 mm 
diameter and 12.2 m length) with packed beads. 

Reservoir Pressure (Black)          

 

 

Oil Rate (Green) 

 

 

Water Cut  (Blue)               GOR 

(Red) 



 

  

Porosity is around 37% with 9 Darcy of Permeability 
(Refer to Fig. 5). Before injecting CO2, Slim tube is 
filled with reservoir fluid. By maintaining the target 
pressure, the recovery factor is plotted at 1.2 pore 
volume of CO2 injection as shown in Fig. 6. In ad-
dition, the fluid flow condition is visually monitored 
at the sight cell. By measuring oil recovery at several 
points of pressure, pressure-oil recovery cross plot is 
created as shown in Fig. 6. At the pressure above 
MMP, oil recovery does not increase any more as 
miscible condition achieved. The MMP is estimated 
by the bending point in Fig. 6.  

 
 
 
 
 
 
 
 
 

Fig. 5 Apparatus of slimtube test 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Slimtube Test Results 
 

Separately from Slim tube test, Interfacial Tension 
between reservoir fluid and CO2 was measured to 
compare MMP. Slimtube test results and Interfacial 
tension (IFT) measurements were plotted in the same 
figure as a function of the pressure in Fig. 7, which 
indicated the similar MMP. By this comparison, the 
MMP is believed to be more reliable. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Comparison of Slimtube Test and IFT Measurement in 
terms of Minimum Miscibility Pressure (MMP) estimation. 

 
- Core flood test 
 

In order to estimate the recovery factor at the het-
erogeneous reservoir rock, the the core sample taken 
from the field has been flooded by CO2 after careful 
examination of the cores by X-ray CT scan (to ex-
amine whether fracture or damage inside or not). 
Core flood test by CO2 was conducted from the top 
of the composite core with the injection rate of 0.1 
cc/mins in order to minimize the effect of the gravity. 
The results showed more than 85 % of core scale 
(micro-scale) recovery factor by CO2 injection 
(93.1% by secondary mode and 88.6% by tertiary 
mode). By this study, more realistic oil recovery 
efficiency has been measured, but still at the core 
scale evaluation. 
 
(c) Evaluation of Field Incremental Recovery Factor 
(Vertical and areal sweep efficiency) 
 

In order to evaluate incremental recovery factor by 
CO2 injection in this field, we have to rely on the 
reservoir simulation technique including reservoir 
fluid-CO2 physics. This reservoir fluid-CO2 com-
positional modeling technique is called as EOS 
Modeling. For the Equation Of State (EOS) model-
ing, the Peng-Robinson EOS method (1978) was 
used.  

After the parameter tuning, the EOS simulation 
results successfully matched with experimental data 
of constant composition expansion, differential lib-
eration, separator test, viscosity measurement, CO2 
swelling test, and CO2 slim-tube test. For the CO2 
slim-tube test, comparison between the measured 
and the calculated is shown in Fig. 8; oil recovery at 
1.2 PV-injected for each pressure setting is plotted 
(A sufficiently good match was attained). 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Comparison of Slimtube Test and EOS model simulation 
 
The plane view of the grid system for the simula-

tion model is shown in Fig. 9.  The model is com-
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posed of 97 x 116 x 40 (corresponding to divisions in 
the x, y, and z directions) grid-blocks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9 Simulation Model and Injector Location 
 
The well locations for the base case of CO2 injection 
are shown in Fig. 9.  Simulation settings are sum-
marized as follows. 
 
- The number of CO2 injectors :  6  
- CO2 and Water Injection :  3-month CO2 injec-

tion, then 6-month water injection as 1 cycle 
- CO2 injection period :  total 7.5 years 
 

Before CO2 injection, water injection is planned to 
raise the reservoir pressure for 3 years since a higher 
reservoir pressure promotes the development of 
miscibility or near-miscibility with CO2.  The field 
total CO2 injection rate is planned to be 52 
MMSCF/D (about 2,700 ton/d) and all produced 
CO2 is to be recycled to minimize CO2 emission to 
the atmosphere. 
 

The calculated oil production performance by CO2 
injection case is shown in Fig. 10, compared with 
that of waterflood case.  Fig. 11 shows the change of 
oil saturation distribution at a layer of the model in 
simulation. In this figure, it is clearly observed oil 
around CO2 injector is swept well by CO2 injection. 
 

CO2 injection brought a field cumulative oil pro-
duction equivalent to 42% of OOIP. CO2 injection 
project is summarized as follows. 
- Total CO2 Injection : 7.5 million ton (8 years) 
- Oil Recovery Increment against Waterflood : 

8% 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.10 Field oil production forecast by waterflood and CO2 
WAG (Base Case) 

 

 
 

Fig. 11 Change of oil saturation distribution in CO2 Injection 
Case 

 
(d) CO2 injection related cost and economics 
 

In order to inject sufficient amount of CO2 into the 
reservoir in the offshore field, a site survey of CO2 
sources was carried out by visiting cement plant, 
power plants and fertilizer plant. Separately from the 
industrial plants, a gas field with CO2 was also 
nominated as a CO2 source. As a result, some of the 
visited industrial plants seemed not suitable due to 
the distance (the cement plant is over 300 km away 
from the field), low concentration of CO2 (CO2 
concentration of power plant is 3% only) and insuf-
ficient volume of CO2 availability. Finally, two CO2 
sources were selected for the preliminary feasibility 
study. One is the gas field with separated CO2 
emitted to the atmosphere, which is far from the field 
(over 500 km CO2 transportation pipeline is re-
quired) and the other is the fertilizer plant. 
 

In order to receive/inject CO2 and to protect from 
corrosion by breakthrough CO2, new platform with 
CO2 compressor and CO2 treatment system is con-
sidered to be required nearby current facility. Pro-
duced CO2 rich associated gas is assumed to be re-
cycled without CO2 capture process (re-injection 
and no CO2 emission). Their rough costs including 
CO2 Capture/Transportation, new platform and well 
drilling/workover are estimated in the order of 700 – 
1,000 MMUS$. 
 



 

  

(e) Current Situation and Further Plan 
Through this study, it is concluded the technical 

feasibility is very high, dependent on the field pilot 
test results, however, economical feasibility seems 
not so high due to the cost. All the joint study party 
including PVN is considering the importance of the 
field pilot test as well as economics improvement. As 
a next step, a field pilot test is planned in this field to 
evaluate the effectiveness in the real field application 
and the expansion of CO2 EOR application not only 
to this field but to the surrounding filed(s) to share 
CO2 injection/treatment cost each other. 
 
3. APPLICABILITY STUDY ON 

JAPAN-GTL TECHNOLOGY TO 

OFFSHORE VIETNAM GAS FIELD 

 
There are several gas field development methods 

to be selected, i.e. transportation of the gas to the 
onshore to be used as a city gas or power/chemical 
plants and LNG. Recent years, GTL (Gas to Liquid) 
technology has been studied and applied worldwide 
by several different methods. GTL is one of the 
emerging gas technologies, with which natural gas as 
a raw material can be converted into petroleum 
products. It is an extremely effective method to gain 
alternative fuel sources to petroleum and achieve the 
diversification of primary energy supplies. Besides, 
GTL has a variety of advantages: e.g.; it is available 
to monetize stranded gas reserves and contribute 
flaring reduction for upstream business and it has 
environmental advantages such as sulfur/aromatic 
free and realizes efficient performance of diesel en-
gines due to very high Cetane Number and further-
more enables to utilize the existing infrastructure and 
facilities for downstream business. It is known GTL 
is anticipated to increase the share of Global Liquid 
Production in the future as shown in Fig. 12. 
 

 
 

Fig.12 Global Liquid Production (2007 – 2035) 
from International Energy Outlook 2010 

(1) JAPAN-GTL Technology 
 

JOGMEC has been tackling the research and de-
velopment of the natural gas conversion technology 
since 1998. JOGMEC made the “Joint Research 
Contract” with Nippon GTL Association established 
by six private firms in 2006, following the Yufutsu 
Pilot Test Project (2001 to 2004), in order to conduct 
the Demonstration Project (500BPD) scheduled 5 
years with an eye toward potential international gas 
field development with the capacity of 15,000 to 
20,000 BPD per train (refer to Fig. 13) 

 

 
Fig.13 JAPAN-GTL History of R&D Activities 

 
The construction of the JAPAN-GTL Demonstra-

tion Plant in Niigata (refer to as “Demonstration 
Plant”) was completed in March 2009 and it has been 
in operation since 16th April 2009. The production 
of 500 barrels (about 80 kiloliters) per day was 
achieved. 

The JAPAN-GTL process contains three core 
processes as shown in Fig.14: synthetic gas produc-
tion section (refer to as “Syngas”), FT (Fisch-
er-Tropsch) production section (refer to as “FT”) and 
Upgrading (hydrocracking) section (refer to as 
“UG”), which equip with proper catalysts developed 
by Chiyoda, Nippon Steel Eng. and NOE (formerly 
known as NOC), respectively. They have been tested 
in the Demonstration Plant. Naphtha, Kerosene and 
Gas Oil are produced from natural gas including 
CO2. 
 

 
 

Fig.14 Characteristics of JAPAN-GTL Process 



 

  

 
(a) Technical and Cost Advantages of JAPAN-GTL 
Process 
 

Steam/CO2 reforming in the Syngas reformer is 
one of particularities of JAPAN-GTL process as 
appears in Fig. 14, which illustrates main distinction 
between JAPAN-GTL process and conventional 
GTL processes. The Syngas Reformer efficiently 
uses CO2 included in the natural gas feedstock and it 
enables to produce Syngas, which consists of H2 and 
CO with the composition molar ratio of H2/CO=2/1. 
Thus, JAPAN-GTL process is capable to utilize CO2 
contained in the natural gas directly and does not 
require any O2 supply. In summary, the characteris-
tics of JAPAN-GTL process in contrast to those of 
the existing ones using ATR or POx are (1) no use of 
the O2 generator, (2) no use of the CO2 removal unit, 
and (3) no use of the H2 conditioning unit for Syn-
gas. The Syngas will be introduced to the subsequent 
FT Reactor to convert it to GTL production oil. 

GTL product is light oil and heavy oil. Fig. 15 
shows samples of produced at Yufutsu GTL pilot 
plant. The analyzed property of light oil shown in 
Table 1 demonstrated that they are super clean fuels, 
because of no sulfur and no aromatic contained. 
 
 
 

 
 
 
 

Fig.15 Produced Heavy Oil (Left) and Light Oil (Right) by 
Yufutsu GTL Plant 

 
 

Table 1 Property of Light Oil 

 
 
(b) JAPAN-GTL Advantage in terms of CO2 Emis-
sion  
 

As for CO2 emission, JAPAN-GTL has more ad-
vantage than the existing GTL technologies. 

Fig. 16 shows the comparison of CO2 emission by 
the different technologies. 
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Fig.16 Comparison of CO2 emission 

 
In this figure, the amount of CO2 emission ex-

presses the relative values to the JAPAN-GTL for 
CO2 20% case. As clearly seen in this figure, 
JAPAN-GTL has the smallest CO2 emission com-
pared with SMR, ATR, and POX in all the cases. 
Especially, more CO2 case has much less CO2 
emission than the other methods. 
 
(2) Joint Study on the Applicability of JAPAN-GTL 

Process to Offshore Vietnam Gas Field 
 

Preliminary Feasibility Study has been conducted 
from 2007 to 2009 among JOGMEC, PVN and VPI. 

The aim of the study is to clarify the availability of 
JAPAN-GTL process to offshore gas fields in Vietnam. 
As specific offshore gas fields were not nominated in 
the study, JOGMEC assumed applying imaginary off-
shore gas field in Vietnam as the target gas field by the 
following assumptions. 

 
- Distances from shore (50, 100 and 150km) and 

water depths (50, 100 and 200m) 
- GTL Plant capacities (7,500, 15,000 and 

30,000BPD) 
- CO2 contents (0, 20 and 40%) 

 
As a result, it was concluded JAPAN-GTL will be a 

candidates to apply to Vietnam offshore gas field. 
Further detailed feasibility study for a specified gas 
field is planned. 

 
5. CONCLUSIONS  
 
- JOGMEC and VPI have been jointly conducting 

studies on CO2 EOR and JAPAN-GTL tech-
nologies. 

 
- The field pilot test of CO2 EOR is planned in 



 

  

southern Vietnam offshore oil field before 
field-wide application. CO2 EOR project is 
considered to be environmental-friendly tech-
nology by increase oil production as well as re-
ducing CO2 emission, however, this project 
seems sub-economical due to huge investment 
for CO2 separation/transportation and corrosion 
protection for the field. 

 
- JAPAN-GTL technology is potentially an ap-

plication technology for stranded CO2 contained 
offshore gas field in Vietnam. This technology 
seems to have environmental advantages by uti-
lizing CO2 directly for GTL process up to 
40mol%. 

 
- JOGMEC and VPI are considering the emerging 

technologies of CO2 EOR and JAPAN-GTL to 
develop Vietnam offshore oil/gas fields as well 
as CO2 reduction technologies. The integration 
of the technologies can contribute the effective 
utilization of CO2. 
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The impact of climate change on river flow in Thailand is analyzed by feeding future climate projection 
data into a di stributed rainfall-runoff model. The project ion data used consi sts of dai ly hydrologic data 
downscaled by hourly precipitation for t he present  cl imate (1979-2003), t he near fut ure cl imate 
(2015-2039), and t he fut ure cl imate (2075-2099), whi ch were si mulated by  a 20km  spatial resolution 
general circulation m odel (MRI-A M20km) developed by the Meteorol ogical Research Institute, Japan 
Meteorological Agency. It is found that a change of river flow appears at the tributaries of the Chao Phraya 
River. The change pattern differs according to location, and it is expected to decrease of water resources at 
the Pasak River basin. Thus, we devel op a wat er resources assessment model at  the Pasak R iver basin, 
which includes a distributed hydrologic model, a dam reservoir water storage prediction model, and a plant 
growth model for rice production assessment. 

 
   Key Words : Thailand, Chao Phraya River, Pasak River, water resources, climate change, river flow, 

rice production 
 
 
 
 
1. INTRODUCTION 
 

Global warming will give us a serious im pact on 
our life. Frequencies and m agnitudes of floods and 
sedimentation disasters are predicted to increase due 
to the change of precipitation extremes. The IPCC, 

the Intergovernmental Panel on Climate Change, 4th 
assessment report (WG1, WG2; 2007) describes 
increase of global average surface tem peratures, and 
potential increase of frequency of heavy rainfall, and 
so on based on long term  observations. The report 
also shows the projections of clim ate change ac-



 

 

cording to several greenhouse gas emission scenarios 
and the impacts of climate change on water-related 
disasters and water resources. 

To cope with water-related disasters induced by 
climate change, both mitigation measures and adap-
tation measures are essential. For adaptation m eas-
ures, prediction of future water resources is a key 
issue. In this paper, a distributed hydrologic model of 
the Chao Phray a River basin is developed. Then, 
future river discharge is projected using the latest 
GCM output to detect the hotspots of river discharge 
change. It is found a change of flow characteristics at 
the tributaries of the Chao Phray a River, and water 
resource at the Pasak River basin is decreased. Thus, 
we develop a water resources assessm ent m odel at 
the Pasak River basin, which includes a distributed 
hydrologic m odel, a dam  reservoir water storage 
prediction model, and a plant growth m odel for rice 
production assessment. 

 
 

2. DISTRIBUTED HYDROLOGIC MODEL 
 
(1) Watershed model 

The topography of the catchm ent is modeled using 
the eight direction m ethod w hich assum es the flow  
direction one-dim ensionally to the steepest gradient 
direction illustrated in Fig. 1. Each slope element de-
termined by the flow direction is represented by  a rec-
tangle formed by the two adjacent nodes of grid cells. 
The watershed model is developed using a digital ele-
vation model, D EM, included in H ydroSHED, w hich 
cover the globe w ith about 100m spatial resolution. 
Figure 2 shows the delineated catchm ents of the Chao 
Phraya River basin (160,400km 2), Thailand using the 
DEM. The area, length, and gradient of each rectan-
gular slope element used for runoff and channel routing 
are calculated according to the watershed model. 

 
 

 
Fig. 1  Schematic drawing of a catchment modelling using 
DEMs. 

 
Fig. 2  Chao Phraya River basin in Thailand derived from DEM. 
 
 
(2) Flow model 

The kinem atic wave m odel is applied to all rec-
tangular slope elem ents to route the water to down-
stream according to the derived watershed model. 
The continuity equation for each rectangular slope 
element is: 
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where t is tim e; x is distance; A is cross-sectional 
area; Q is discharge; and q(t) is the lateral inflow per 
unit length of slope or channel given as runoff gen-
eration provided by  MRI-AM20km . The Manning 
type relation of the discharge and the cross-sectional 
area:  
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is combined with the continuity equation to route the 
water, where i0 is slope; n is roughness coefficient; 
and B is width of the flow. The slope i0 is determined 
according to the watershed m odel. The m odel pa-
rameters of the flow model are B and n. The value of 
B is determ ined using the regression relationship 
B=aSc , where S is the catchment area, and a and c is 
constant parameters. The value of n is determined to 
0.03m-1/3s when the size of the catchm ent is larger 



 

 

than 250km 2 and 11.0m -1/3s when sm aller than 
250km2. These values were tuned to reproduce the 
observed data at two different catchm ents and ap-
plied to all basins.  

The flow model was applied to all catchments and 
75 years runoff sim ulations were conducted. The 
simulated river discharge data of daily maximum and 
daily mean were stored for each day with about 1km 
spatial resolution. 
 
 
 
3. GCM DATA USED FOR RIVER FLOW 

PROJECTION 
 

The projection data used here is sim ulated by the 
general circulation m odel (MRI-AM20km ) devel-
oped by  the Meteorological Research Institute in 
Japan. MRI-AM20km  realizes 1920×960 of grid 
cells of about 20 km spatial resolutions (Kitoh et al., 
2009). The products of MRI-AM20km consists of 
various atmospheric and hydrologic variables of the 
present climate experim ent (1979-2003), the near 
future climate experiment (2015-2039), and the fu-
ture climate experim ent (2075-2099), which were 
simulated under the SRES A1B scenario.  

The river discharge for the Chao Phray a River 
basins is predicted by  feeding the future climate 
projection data into the 1km -spatial resolution dis-
tributed hydrologic model. The hy drologic projec-
tion variables related to river discharge is shown in 
Figure 3. The inputted data to the distributed hy -
drologic model is daily surface runoff generation and 
daily sub-surface runoff generation data, which are 
simulated by the land-surface process m odel em -
bedded in the MRI-AM20km. 

The time-scale of daily  runoff generation data is 
insufficient to reproduce the hourly  flood peak dis-
charge, thus it was downscaled using the time-series 
of hourly precipitation data of MRI-AM20km to add 
the same hourly  distribution pattern into the daily  
surface runoff generation data. We confirm ed that 
river discharge simulation with the tim ely down-
scaled surface runoff generation and daily subsurface 
runoff generation data successfully  reproduced al-
most sim ilar river discharge sim ulated by using 
hourly precipitation, daily  snowmelt, daily evapora-
tion and daily  transpiraion (Takino et al., 2010). 
Thus, the tim ely downscaled surface runoff genera-
tion data and daily subsurface runoff generation data 
were used as inputted data to the distributed hydro-
logic model. 

 
 

 
 
Fig. 3  Hydrologic projection data provided by  MRI-AM20km 
used for river discharge simulation. 
 
 

 

 
 
Fig. 4 Change of the difference of the mean of the annual average 
daily temperature in near future and future clim ate with respect 
to the present climate. 

 
 
 

4. CHANGE OF BASIC METEOROLOGI 
-CAL PARAMETERS 

 
According to the MRI-AM20km  projection data 

for the near future clim ate experim ent, the surface 
temperature found to increase roughly  by  0.5 to 1 
degree from  the present tem perature whereas the 
temperature increased by about 2.5 to 3 degrees in the 
future climate. Figure 4 shows a spatial pattern of the 
change of the difference of the mean of the annual 
average daily temperature in the near future and the 
future climate experiment with respect to the present 
climate experiment. 

Figure 5 shows a spatial pattern of the change of 
the percentage difference of the mean annual rainfall 
in the near future and the future climate experiment 
with respect to the present clim ate experiment. The 
percentage difference PD is obtained as  
 
 



 

 

 
Fig. 5 Change of the percentage difference of the mean annual 
precipitation in the near future and the future climate experiment 
with respect to the present climate experiment. 
 
 
 

 
Fig. 6 Change of the percentage difference of the mean annual 
maximum hourly rainfall in the near future and the future climate 
experiment with respect to the present climate experiment. 
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where rf is the annual m ean precipitation in the near 
future or the future climate experiment and rp is the 
annual mean precipitation in the present clim ate ex-
periment. 1% to 5% decreases of annual precipitation 
is observed in the central region of Thailand and 1% 
to 10% of increase in annual precipitation is observed 
in the southern region in the near future climate ex-
periment. In the future climate conditions, it is ex-
pected to have 1% to 10% of increase in annual pre-
cipitation in the north mountainous region and 5% to 
10% increase in the northeast region. 
 

 
 
Fig. 7 Change of the percentage difference of the mean annual 
daily potential evapotranspiration in the near future and the 
future climate experiment with respect to the present climate. 
 
 
 

Figure 6 shows a spatial pattern of the change of 
the percentage difference of the annual m aximum 
hourly rainfall in the near future and the future cli-
mate experiment with respect to the present clim ate 
experiment. It is observed that a clear increasing 
trend of the annual m aximum hourly  rainfall over 
Thailand for both tim e periods of the climate ex-
periments. Notably, in the future climate experiment, 
about 20% increase of the annual m aximum hourly  
rainfall in many parts of the region. 
    Figure 7 shows a spatial pattern of the change of 
the percentage difference of the m ean annual daily 
potential evapotranspiration in the near future and the 
future climate experiment with respect to the present 
climate experim ent. It is noticed that the potential 
evappotranspiration increase by 4% to 6% in the near 
future climate experiment and 4% to 10% in the fu-
ture climate experiment. 
 
 
 
5. IMPACT OF CLIMATE CHANGE ON 

RIVER FLOW REGIME 
 
    Runoff sim ulations of 75 y ears for the present 
climate experim ent (1979-2003), the near future 
climate experiment (2015-2039), and the future cli-
mate experim ent (2075- 2099) were conducted. 
Runoff simulation data of hourly maximum and daily 
mean are stored for each day with about 1km spatial 
resolution. The sim ulated discharge data were ana-
lyzed to discuss the change of the flood risk and 
water resources. 
 
 



 

 

 
 

Fig. 8  Change of the ratio of the mean of the annual maximum 
hourly discharge in the future climate experiment with respect to 
the present climate experiment. 
 

 
 
Fig. 9  Change of the ratio of the 10-y ears return period river 
discharge in the future clim ate experim ent with respect to the 
present climate experiment. 

 
 
Fig. 10  Change of the ratio of the mean October river discharge 
in the future clim ate experim ent with res pect to the pres ent 
climate experiment. 

 
 

 (1) Change of flood 
    Annual maximum hourly discharge data was 
compiled and the statistical characteristics were ana-
lyzed. Figure 8 shows the change ratio of the mean of 
the annual maximum hourly discharge for the present 
climate experim ent and the near future climate ex-
periment. Generally, the annual maximum discharge 
of the main stream of the Chao Phraya River does not 
change, however the one of the tributaries changes 
location to location. 
    Figure 9 shows the change ratio of the 10-year 
return period river discharge in the future clim ate 
experiment with respect to the future clim ate ex-
periment using the Gum bel distribution. The spatial 
pattern is sim ilar to the change of the m ean of the 
annual maximum river discharge. It is im portant to 
recognize that the change of the discharge would 
appear especially at the tributaries. 
 
(2) Change of water resources 

Figure 10 shows the change ratio of the mean 
October discharge in the future clim ate experiment 
with respect to the present clim ate experim ent. 
Generally, the m onthly dischar ge on October de-
creases in the middle and lower part of the Chao 
Phraya River basin. 



 

 

 
Fig. 11  The location of the Pasak Dam reservoir which is located 
at the Pasak River, a tributary of the Chao Phraya River. 

 
 
 

 
 
Fig. 12  Change of the ratio of the mean October river discharge 
in the future clim ate experim ent with res pect to the pres ent 
climate experiment. 

 
 
 

 
 
Fig. 13  Change of the m onthly discharge at the lower reach of 
the Pasak River. 

 
 

Fig. 14  Detail topographic modeling using Hy droSHED for a 
distributed hydrologic model. Left shows the entire Chao Phraya 
River basin and Right shows the Pasak River basin. 
 

 
 
Figure 12 shows the last 10%  daily flow duration 

curve for each 25 y ears clim ate experim ent at the 
lower reach of the Pasak River shown in Figure 11 in 
the red circle. The figure shows the decrease ten-
dency of the low discharge at the area. Figure 13 
shows the projected m onthly discharge at the lower 
reach of the Pasak River. The figure shows the clear 
pattern of the decrease of the October discharge. 

 
 
6. WATER RESOURSES ASSESSMENT 

MODEL AT THE PASAK RIVER BASIN 
 

Through the river discharge projection research of 
the entire Chao Phraya River, it was revealed that the 
Pasak River basin would be one of the hotspot basins 
for the river discharge change. Thus, we focus the 
catchment and develop a water resources assessment 
model to analy ze the change of hy drologic cy cle, 
water resources, and its im pact on rice production 
(Tachikawa and Yorozu, 2009). Figure 14 shows the 
detail topographic modeling using HydroSHED. Left 
figure shows the entire Chao Phraya River basin and 
right figure shows the Pasak River basin. The to-
pography data is used for a detail distributed hy dro-
logic model. 



 

 

7. SUMARRY 

 

 
The im pact of clim ate change on river flow re-

gimes in the Chao Phraya River basin was analyzed. 
A possible change of water resources are indicated in 
the near future clim ate experim ent and it becomes 
clearer in the future clim ate experiment. We found 
the Pasak River basin would be one of hotspots of 
river discharge change. Thus, the following re-
searches are in progress at the Pasak River basin: 

 
 Development of a detailed distributed hydro-

logic model at the Pasak River basin,   
 Development of the Pasak Dam  storage predic-

tion model,  
Fig. 15  Irrigated area extended over the lower part of the Pasak 
dam reservoir. 
  In-situ observation of crop production cy cle at 

the irrigation area of the Pasak dam reservoir,   
  Development of crop production model, and  

 Hydro-meteorological observation at the study  
area. 
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installed a hy dro-meteorological observation in-
strument at the Ram a VI office, RID to develop a 
crop yield model (Fig. 16). 
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The study has presented an integrated approach to flood risk assessment for the flood diversion area 
in the Red River. The Analytical Hierarchy Process (AHP) was appraised as quite sa tisfactory for 
quantifying the weights to parameters contributing to flood risk. The Decision Tree Analysis (DTA), 
in conjunction with dummy simulation skills, was an effective tool in the operation of a complex flood 
control system created using the MIKE 11 m odel. The outputs of  integrated f lood r isk assessment 
provide valuable information for policy-makers, responsible authorities, and local residents in plan-
ning for flood risk reduction in the study area. 
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Flood d isasters ar e increasing worldwide due  t o 

numerous reasons such as g lobal changes (land use 
and climate), urbanization, i ndustrialization, a nd 
socioeconomic development. The R ed R iver D elta 
(RRD) i n V ietnam i s one  of  the most flood-prone 
areas in the world and also densely populated. The 
RRD su ffers i ncreased r isk d ue t o f requent f loods 
and the rise in sea level, especially in the Day River 
Flood Diversion A rea ( DRFDA) a nd H anoi c ity. 
Other factors cau sing i ncreased f lood v ulnerability 
in the DRFDA include high population growth, in-
creased i nfrastructure de velopment, a nd social and 
environmental implications. An integrated approach 
to f lood r isk assessment i s, t herefore, essential for 
the DRFDA to improve f lood m anagement i n t he 
Red River. 

The study developed here provides a methodology 
to define t he f lood r isk pa rameters a nd qua ntify 

weights to them. A review of the lite rature on th is 
subject, in conjunction with expert analysis, has been 
employed in this research to define and select flood 
risk p arameters, w hile a h ousehold su rvey h as in-
vestigated flood risk perception a nd f lood pr epa-
redness and mitigation in the DRFDA. The Analyt-
ical Hierarchy Process (AHP) method has been ap-
plied to convert qualitative scores (which were rated 
by e xperts) to the q uantitative v alue o f w eights to  
each parameter. The data processing has been done 
using t he S PSS. T he r esearch r ecognizes t hat inte-
grated flood risk is a product of both multi-indicator 
flood hazard and comprehensive flood vulnerability. 
The hierarchy of flood risk components is developed 
to build the matrices for applied AHP. Components, 
subcomponents, indicators an d cat egories ar e a r-
ranged like a tree root with four levels, as illustrated 
in Figure 1.  



 

  

 
 
 
 
 
The goal level represents flood risk analysis of a 

region or a community from synthesizing land units 
(hamlets, communes, or flood cells which are used in 
this s tudy). T he second level depicts the two main 
components, such as f lood hazard and f lood vulne-
rability. The th ird le vel p resents t he i ndicators f or 
hazard and v ulnerability, w hereas t he f ourth level 
represents flood cells. 

Flood hazard i s assessed using de pth, duration, 
and velocity i ndicators. F lood v ulnerability i s a na-
lyzed f rom e conomic, s ocial, and environmental 
points of v iew. H ere, e conomic s usceptibility is  
represented b y p arameters su ch as residential 
buildings, special public use buildings, public infra-
structure, a nd a griculture; s ocial s usceptibility is  
contributed to by factors like population, flood risk 
perception, s piritual v alues, a nd income; environ-
mental susceptibility is represented by such indica-
tors a s pol lution, e rosion, a nd ope n s paces. These 
parameters were assessed through the mechanism of 
weighted c ontribution t o f lood r isk. T he r elation-
ships and contributions of flood risk parameters were 
estimated t hrough m ean i ndex ( MI), coefficient of 
determination (R2); root mean square error (RMSE), 
mean overall contribution (MOC).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
An assessment of potential flood in Hanoi and the 

DRFDA in t he R RD h as b een car ried o ut by  a na-
lyzing flood trends, future flood frequencies, and the 
rise in sea level. The techniques of linear regression, 
exponential smoothing, Data-Fit functions, stochas-
tic modeling, a nd a rtificial n eural n etwork ( ANN) 
have be en i nvestigated. T he m odeling of f lood 
propagation i n t he R ed R iver S ystem ( RRS) - in-
cluding the flood diversion zones as well as the op-
eration of the flood control system - was carried out 
using the 1-D hydrodynamic model (MIKE 11) and 
the 2-D hydrodynamic model (MIKE 21). The De-
cision Tree Analysis (DTA) method, in conjunction 
with d ummy s imulation s kills, w as a pplied to  de-
scribe the flood control system and i ts rules of  op-
eration. As will be seen, results of the trend analysis 
indicate an  i ncrease in flood peak discharge in the 
Red River by 4.4, 9.9, and 20.9%  and the rise in sea 
level by 0.10, 0.22, and 0.46 m  in 2025, 2050, a nd 
2100 c orrespondingly ( compared t o 2005). The 
maximum water level in Hanoi is likely to increase 
by 0.95 m  by  t he e nd of  this century. Hanoi will, 
however, not be affected by the rise in sea level even 
in the worst case scenario of an increase by 1.0 m. In 

Figure 1. Hierarchy for the quantification of flood risk 



 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

contrast, t he DRFDA can  b e g reatly influenced by 
both flood from the upstream catchment area and the 
rise in sea level because of topographical conditions. 
For example, as predicted for 2100, the flood volume 
diverted to the Day River will increase by 48.7% due 
to f lood i ncrease i n t he R ed River, and the water 
level will rise by an av erage of 0.54 m due to a 
combination of flood waters from the upstream and 
the rise in sea level. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Based on flood simulation for various scenarios in 

the RRS, the hydrographs of flood divergence to the 
DRFDA ha ve be en c omputed us ing t he M IKE 11 
model. Accordingly, flood risk in the flood diversion 
zones has been assessed  for each flood-cell ( 90 by  
90m) using the MIKE 21 model, GIS software, and 
statistical techniques. The digital maps of flood ha-
zard, food vulnerability, and flood risk in the flood 
diversion zones have also been developed. 

 

Table 1. Correlation and contribution of parameters to flood hazard, vulnerability and risk in the study area 

 

Risk Parameters Weight 
The Head Zone The Middle Zone 

MI R2 RMSE MOC (%) MI R2 RMSE MOC (%) 

Hazard  0.448    0.444    

Depth 0.0974 0.964 0.090 0.579 17 0.592 0.901 0.225 10 

Duration 0.5695 0.580 0.997 0.208 79 0.629 0.998 0.232 87 

Velocity 0.3331 0.055 0.003 0.473 4 0.039 0.635 0.505 3 

Economic  0.077    0.053    

Residential building 0.6087 0.016 0.364 0.088 20 0.013 0.318 0.059 22 

Special Public Use 0.2485 0.078 0.450 0.224 18 0.017 0.242 0.119 6 

Public Infrastructure 0.1014 0.172 0.258 0.194 43 0.116 0.461 0.160 42 

Agriculture 0.0414 0.248 0.104 0.278 19 0.269 0.015 0.279 30 

Social  0.214    0.413    

Population 0.4673 0.152 0.970 0.192 35 0.139 0.618 0.355 17 

Risk Perception 0.2772 0.123 0.000 0.201 18 0.779 0.119 0.477 59 

Spiritual Value 0.1601 0.024 0.010 0.293 1 0.006 0.000 0.454 0 

Income 0.0954 0.898 0.025 0.741 46 0.916 0.046 0.574 24 

Environmental  0.206    0.142    

Pollution 0.6738 0.073 0.848 0.138 28 0.082 0.721 0.088 45 

Erosion 0.2255 0.934 0.262 0.751 72 0.453 0.563 0.458 51 

Open Space 0.1007 0.0 0.000 0.223 0 0.093 0.000 0.267 4 

Vulnerability  0.244    0.244    

Economic 0.4000 0.077 0.272 0.197 10 0.053 0.227 0.223 7 

Social 0.2000 0.214 0.846 0.087 25 0.413 0.538 0.212 48 

Environment 0.4000 0.206 0.875 0.064 65 0.142 0.767 0.120 45 

Risk  0.164    0.181    

Hazard 0.3333 0.448 0.612 0.336 55 0.444 0.606 0.341 55 

Vulnerability 0.6667 0.244 0.450 0.132 45 0.244 0.686 0.113 45 

 

 



 

  

Results for two zones in the study area are sum-
marized in Table 1. I n both flood diversion zones - 
the Head Zone and Middle Zone - the overall con-
tribution to flood risk of the flood hazard component 
is 55% , and t he f lood v ulnerability c omponent i s 
45%, even though the weight given to hazard is only 
half of  t hat g iven t o v ulnerability. Flood duration 
dominates ot her i ndicators ( flood de pth a nd flood 
velocity) due to high weight and long duration. The 
overall contribution t o f lood ha zard by  t he de pth 
indicator is higher than that by the velocity indicator, 
even t hough t he weight t o depth indicator is much 
lower than that to velocity. 

For flood v ulnerability, the Head Zone f aces 
maximum r isk f rom e nvironmental f actors ( 65% 
contribution) such as erosion and social factors (25% 
contribution) such as dense i nhabitation a nd l ow 
income. I nversely, t he Mi ddle Z one is most sus-
ceptible from the angle of social issues (48% of the 
overall contribution), especially since there is poor  
flood risk awareness and low income. Moreover, this 
zone is also susceptible to environmental factors by a 
considerable level (45%) unde r w hich e rosion a nd 
pollution are pr imary. N oticeably, e conomic s us-
ceptibility has been weighted equal to environmental 
vulnerability and is the double of social vulnerabil-
ity, but its overall contribution in both the Head and 
Middle Zones is less than 10%, much lower than the 
contribution of  s ocial a nd environmental implica-
tions. 

The sensitivity of  f lood hazard and vulnerability 
parameters of flood risk for future scenarios has been 
analyzed during the course of research and in con-
junction with that, a  questionnaire survey was also 
carried out to determine suitable measures to reduce 
flood risk in the DRFDA. It has been found that flood  

 
 
 
 
 
 
 
 
 
 
 
 
 

crease by 8% in t he year 2100, and flood duration 
hazard in the flood di version z ones i s l ikely t o i n 
always dominates o ther indicators although accele-
ration of the relative increase of the depth indicator is 
most r apid. T wo st ructural m easures, namely im-
proving the drainage capacity and strengthening the 
dyke system, have been suggested to mitigate flood 
hazard i n t he f lood di version z ones. T he de velop-
ment of residential buildings and agricultural activi-
ties in  f lood diversion z ones i ncreases economic 
vulnerability. P opulation g rowth a nd lessen-
ing/increasing spiritual values result in more social 
vulnerability, whereas an improving income helps 
lessen social susceptibility. P ollution d ue to  in du-
strialization also le ads t o m ore e nvironmental s us-
ceptibility. In general, the i ncrease of  f lood v ulne-
rability will be higher than the increase of flood ha-
zard in the f uture, t hough flood hazard is always 
greater than flood vulnerability. On the other hand, 
the w eight t o v ulnerability is double th at o f th e 
weight to hazard; thus, several nonstructural meas-
ures such as evacuation, public awareness about 
flood risk, l and u se m anagement et c. ar e r ecom-
mended to decrease flood vulnerability. 

The study has presented an integrated approach to 
flood risk assessment for the flood diversion area in 
the Red River. The AHP was appraised as q uite sa-
tisfactory for quantifying the weights to parameters 
contributing to flood risk. The DTA, in conjunction 
with dummy simulation skills, was an effective tool 
in the operation of  a  complex f lood control system 
created using t he M IKE 11 m odel. T he out puts of  
integrated f lood r isk assessm ent provide valuable 
information for pol icy-makers, responsible authori-
ties, a nd l ocal r esidents i n planning for flood risk 
reduction in the study area. 
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The traditional flood frequency analysis has been challenged by the growing evidence that annual 
maximum flood frequency at a given location is not independent and identically distributed, and its un-
derlying process is not stationary but changes over time in response to the underlying climate state mod-
ulated by structured low-frequency climate variation. In this paper, we propose a nonparametric local 
polynomial likelihood approach for estimating flood quantiles conditional on climate indices that represent 
the underlying climate states. Requiring no prior assumption of distribution function, the proposed non-
parametric approach has advantage over the parametric and semiparametric approaches (e.g. quantile re-
gression and local likelihood) on providing a flexible and general framework that being able to capture a 
wider range of tail behavior. Performance of the proposed method is compared to those of parametric and 
semiparametric methods on both synthetic data sets and observed annual flood data from gauging stations 
in the United States.  

 
   Key Words : Conditional Flood Frequency Estimator,Climate Variability 

 
 
1. BACKGROUND 
 

The traditional flood frequency analysis assumes 
that the annual maximum floods are independently 
and identically distributed (Kite, 1975; Bobee and 
Ashkar, 1991), however, there is growing evidence 
that frequency distribution at a given location is not 
identical but depends on the underlying climate state 
modulated by structured low frequency climate 
fluctuations (Lins and Slack, 1999; Baldwind and 
Lall, 1999; Jain and Lall, 2000; Pizaro and Lall, 
2002; Franks and Kuczera, 2002; Anctil and Couli-
baly, 2004). The variation in climate can markedly 
change patterns of atmospheric moisture transport in 

the flood season, consequently, change the prob-
abilities of floods in a given year at that particular 
location. 

Applying to an entire flood record which is a 
representative of different climate states, the tradi-
tional flood frequency analysis can only provide 
long-term or unconditional flood estimates, however, 
the unconditional distribution may seriously under-
estimate or overestimate flood for the current climate 
state that possibly persists several years, conse-
quently, may affect the flood risk estimates and flood 
protection plans. In contrast, the flood frequency 
analysis conditional on the underlying climate state 
provides short-term flood estimates that are more 



 

 

accurate for a given period but a good understanding 
of the causal mechanisms of the well organized 
variability is required.  

It is now widely acknowledged that well organized 
low-frequency climate modes, such as interannual El 
Nino Southern Oscillation (ENSO) and interdecadal 
Pacific Decadal Oscillation (PDO) modulate regional 
climates on annual and interannual timescales around 
the globe. Therefore, these climate indices can be 
useful precursors for estimating short-term flood risk. 

The objective of this paper is to propose a non-
parametric approach for modeling flood frequency at 
a given location assuming the underlying process is 
nonstationary in time and conditional on telecon-
nected climate indices. The focus is on providing 
better short-term flood estimation conditional on the 
current underlying climate state. 

A brief overview of relationship between 
low-frequency oscillation modes in climate and flood 
variability is first provided. Methodologies of dif-
ferent approaches for conditional flood quantile es-
timation are next presented. Performances of models 
on synthetic data are then compared. Application to 
data from gauging stations is next presented. 

 
 

2. RELATION BETWEEN 
LOW-FREQUENCY CLIMATE 
VARIABILITY AND FLOOD 
VARIABILITY 

 
Low-frequency climate variability influences flood 

variability through ocean-atmosphere interactions 
that are key drivers of large-scale moisture delivery 
pathways and their variability around the globe 
(Wendland and Bryson, 1981; Hirschboeck, 1991). 
Structured low-frequency modes of interannual and 
interdecadal variability in climate modulate the 
moisture delivery pathways (Trenberth and Guil-
lemont, 1996; Cayan et al., 1999). El Nino-Southern 
Oscillation (ENSO) and Pacific Decadal Oscillation 
(PDO) and hence modulate the temperature, pre-
cipitation, and streamflow patterns across the United 
States (Cayan et al., 1999; Ropeleweski and Halpert, 
1987; Drecup and Kahya, 1994; Mantua et al., 1997; 
Gershunov and Barnett, 1998; Dettinger et al., 1999; 
Rajagopalan et al., 2000). 

ENSO represents the dominant coupled 
ocean-atmosphere mode of the tropical Pacific (Cane, 
1992) with a characteristic 3-7 year narrow band of 
variability, and has two phases; El Nino and La Nina. 
The global impacts of ENSO primarily stem from 
changes in the strength and location of tropical Pa-
cific convection, consequently, changes in the global 
atmosphere circulation (Cane and Clement, 1999). 

Several studies have shown that major extremes of 
floods and droughts around the globe are associated 
with the state of ENSO (Trenberth and Guillemot, 
1996; Piechota and Dracup, 1996; Jain and Lall, 
2000; Pizaro and Lall, 2002). Several researchers 
have reported that ENSO also has significant effects 
on interdecadal and century scale variations (e.g., 
Rajagopalan et al., 1997; Cole and Cook, 1998; 
McCabe and Dettinger, 1999; Mann et al., 2000). 

PDO with a characteristic narrow band width of 
18-22 years is identified as the leading eigenvector of 
North Pacific sea surface temperature variability 
(Mantua et al., 1997) and shows strong associations 
with snowpack variability and winter surface climate 
over the western United States (Mantua et al., 1997; 
Cayan, 1996; Jain and Lall, 2000, 2001; Pizaro and 
Lall, 2002; Gershunov and Barnett, 1998; McCabe 
and Dettinger, 1999). 

The mean position of the jet stream, modulated by 
the ENSO phase, can be shifted by the modulation of 
the PDO phase. Since the jet stream brings moisture 
into the continents, therefore, the effects of ENSO 
can be reduced or enhanced by the PDO.  

 
3. METHODOLOGY 

 
The conditional probability density function 

f(Qt|Xt), or the conditional distribution function 
F(Qt|Xt) summaries the whole picture of flood quan-
tiles conditional on climate indices (Xt). These func-
tions can be derived from historical data {Qt, Xt, t = 
1,2,…,n}: 

( ) ( ) pdQXQfXQF
ptQ

ttttp == ∫
∞−

                     (1) 

( )                            (2) 
tt

1
ppt XQFQ −=

where Q is a flood variable of interest, e.g., the an-
nual maximum flow, the annual maximum n-day 
flow, etc at a given location. Qpt is the inference of 
the pth quantile of Q for year t conditioned on some 
set of climate indices. Xt = [x1t,x2t,…,xmt] is set of m 
climate indices or other predictors. However, the 
functions are usually difficult to estimate for small 
sample size and high-dimensional indices. 
 
(1). Conditional Quantile Estimation 

The conditional distribution function F(Qt|Xt) can 
be estimated by assuming that the joint probability 
density function f(Qt,Xt) and the marginal density 
function f(Xt) follows a particular distribution and then 
estimating their parameters accordingly. However, 
conditional tail quantile estimates vary widely due to 
sensitivity to the choices of the parametric forms of the 
distributions.  Often it is assumed that  f(Qt|Xt) is log-
normal, with its mean and variance varying in time 
conditional on the state of ENSO and PDO (Jain and 



 

 

Lall, 2000). Another way to estimate the conditional 
distribution function F(Qt|Xt) nonparametrically is to 
use kernel and k-Nearest Neighbor (k-NN) methods 
(Yu and Jones, 1998; Bhattacharya and Gangopadhyay, 
1990). But both methods have limitations. The kernel 
based approach may be difficult to implement in prac-
tice for multiple predictors and leads to highly biased 
estimates in the tails, whereas the k-NN approach per-
forms poorly near the boundaries of predictors (Yu, 
1999). Yu (1999) suggested the combination of these 
two methods by first estimating the quantile using a 
k–NN approach and then smoothing the estimated 
quantiles using a kernel function. However, the com-
bined model required for higher dimension data (for 
increased number of predictors) tends to be computa-
tionally intensive and requires a very large data set to be 
effective. 
 
(2). Quantile Regression 

A subset of this approach is the use of Quantile 
Regression that was implemented by Koenker and 
Bassett (1978) and reviewed recently by Yu et al (2003) 
The general model is of the form: 

( ) pttppt XQ υψ +=  (4) 

where ψp(.) is a linear or nonlinear function relating the 
pth conditional quantile to the climate indices and ptυ  
is a noise process with the pth quantile zero and vari-
ance . The noise process can be homoskedastic (  

is a constant) or heteroskedastic ( . 

The parametric function ψ

2
pσ 2

pσ

))()(Var 2
tppt Xσυ =

p(.) is estimated by solving 
the following minimization problem 
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where the check function )(upρ  is defined by 
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For example if a linear function is assumed for (4) 
and median (p=0.5) is considered, then ψp(Xt)=βTXt 
where βT= [β0, β1,…, βm] and XT

t= [1, x1t, x2t, …, xmt]. 
There is no explicit solution for the regression coeffi-
cients under this parametric quantile regression model 
since the check function is not differentiable at the 
origin. However, using recent advances in interior point 
methods for solving linear programming problems 
discussed by Portnoy and Koenker (1997), this mini-
mization can be performed by using the algorithm that 
was provided by Koenker and D’Orey (1987). An ‘in-
terior’ algorithm for general quantile regression fitting 
has been developed by Koenker and Park (1996). 

The conditional quantiles are estimated by mini-

mizing the sum of asymmetrically weighted absolute 
deviation by giving different weights for positive and 
negative residuals. The advantage of this method is that 
it is easy to implement and can be extend to nonlinear 
functions as well. However, the main disadvantages are 
(i) a functional form has to be assumed and (ii) there is 
no guarantee that the quantiles do not cross – i.e., the 
95th quantile can be lower than the 90th quantile. 

 
(3). Local Likelihood Model 

Recently, Davison and Ramesh (2000) suggested a 
semiparametric approach to estimate the parameters 
of the assumed flood frequency distribution condi-
tional on predictors using local likelihood estimation 
and based on local neighborhood in the predictor 
state-spaces. They were concerned with a time trend 
in the parameters and used a time index as a predictor. 
Later, Sankarasubramanian and Lall (2003) extended 
this approach to consider multiple climate indices as 
predictors using the conditional PDF f(Qt|Xt) with 
parameters θ(Xt). They assumed a log normal dis-
tribution but with varying parameters θ(Xt) which are 
assumed to depend on the conditional variables (in 
this case ENSO and PDO). The parameter θ(Xt) 
carrying the ‘conditional information’ of the prob-
ability model f(Qt|Xt) are approximated through a 
linear function in the neighborhood of Xt. For in-
stance, in the case of a two parameter distribution, if 
θ(Xt) = [μ(Xt) σ(Xt)] represent the location (μ(Xt)) 
and the scale (σ(Xt)) parameters of the distribution, 
then  and 

 can be represented as a 

linear function of m predictors where j denotes all the 
data points (X) that receives a weight – i.e. within a 
certain neighborhood of X

∑
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1
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1
0

t. The local likelihood 
method estimates θ(Xt) by maximizing the likelihood 
of the sample in such a way that data points (Xj) lying 
closer to Xt receive more weightage. Epanechnikov 
kernel (Pagan and Ullah, 1999) was used for 
weighing each Xj in this extended study. 

The parameters of the method are thus m band-
widths and then 2m+2 coefficients (λk, γk, 
k=0,1,…,m ) in estimating θ(Xt) = [μ(Xt) σ(Xt)]) for 
the neighborhood of the point of estimate. The 
bandwidths hk can be obtained by specifying that 
each point of estimate have at least 2m+2 observa-
tions. Cross-validated maximum likelihood in (6) is 
used to choose the bandwidths. 

( )( ) ( ) ( )( )∑
≠
=

−− θ=θ
n

tj
j

tttttjttcv Xˆ;XfQlogXwĥ,Xˆ
1

l
 (7) 

The entire set of parameters and bandwidths can be 
obtained by maximizing the cross-validated local log 



 

 

)likelihood with respect to ( tt Xˆ
−θ  and ĥ . The 

cross-validated local log likelihood in (6) estimates 
the distribution of Qt conditioned on the predictors 
Xt by estimating the parameters ( tt X )ˆ

−θ . Sankara-
subramanian and Lall (2003) used the shuffled 
complex evolution algorithm (Duan et al., 1992) to 
perform the maximization of (6) at each candidate 
point of estimate Xt.  

It showed better performance than the quantile 
regression. However, this approach also suffers from 
several drawbacks (i) a form of the PDF (i.e. log 
normal in their case) has to be assumed and this can 
be hard to verify (ii) bandwidth estimation in higher 
dimensions is typically plagued by high variability 
(Sankarasubramanian and Lall, 2003) and (iii) For 
each point several parameters have to estimated from 
limited sample size and this can induce high vari-
ability. 

To alleviate the drawbacks mentioned above, we 
propose a fully nonparametric approach based on 
local polynomials to the conditional flood frequency 
problem described in the following section. We also 
compare the performance of the proposed approach 
with those of two approaches tested by Sankara-
subramanian and Lall (2003). 

 
(4). Local Polynomial likelihood Model 

Nonparametric flood frequency approach pro-
posed in this study is to use local polynomial likeli-
hood function for estimating joint probability density 
function of flood variable and its predictors, f(Qt,Xt) 
and joint probability density function of the predic-
tors f(Xt), then use conditional probability (7) to 
obtain pdf f(Qt|Xt) and finally Qpt can be obtained 
using (1) and (2). 

( )
)(

),(

t

tt
tt Xf

XQfXQf =  (8) 

Suppose we have climate indices X1,X2,…,Xn lying in a 
subset χ where χ is the domain of density, having un-
known density f. The log-likelihood function is 

( ) ( ) ( )( )1
1

−−= ∫∑ χ
=

duufn)X(flogf
n

j
jl  (9) 

The definition (8) of the log-likelihood is unusual, 
with the added a penalty term . If f is a 

density, the penalty is 0, therefore in this case (8) 
coincides with the usual log-likelihood. The reason 
for adding the penalty to (8) is that  can be 
treated as a likelihood for any non-negative function f 
without imposing the constraint . 

( )( )∫χ
−1duuf

( )fl

( )∫ = 1dxxf
Frequently, we do not have sufficient information 

to specify a global family for f, but local smoothness 
assumptions may be reasonable. In this case, it is 
useful to consider a localized version of the 

log-likelihood: 
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where  x is the considered point, n is number of points, 
K is a suitable nonnegative weight function and h is a 
bandwidth. 

The local polynomial approximation supposes that 
log(f(u)) can be well approximated by a low-degree 
polynomial in a neighborhood of the fitting point x that 
is, )xu(P)u(flog −≈ , for instant, in one dimension 
P(u - x)=a0+ a1(u-x)+ a2(u-x)2+…+ ap(u-x)p with this 
approximation, we get the local polynomial likelihood 
as 
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For weighing each point, tricube weight function (11) is 
used. 

33 )1()( uuK −=  (12) 
For selecting the best bandwidth (h), Generalised Cross 
Validation (GCV) criteria (12) is used. 
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where Yi is true density value,  is estimated density 
value, υ

iŶ
1 is fitted degree of freedom defined as 

trace(H) and H is hat matrix. 
 
4. MODEL EVALUATION 

The proposed nonparametric model is evaluated 
by applying to a Monte Carlo simulation experiment 
with synthetic data sets designed by Sankarasubra-
manian and Lall (2003) and then compared the per-
formance of this model with those of quantile re-
gression approach and local likelihood smoothing 
approach. 
 
4.1. Synthetic Data 

An idealized setting of synthetic data designed by 
Sankarasubramanian and Lall (2003) is to replicate the 
cyclostationary behavior expected to be present under 
ENSO and PDO. Two cases are considered: (1) ho-
moskedastic case where nonstationary in the mean of 
the annual flood variable with a constant variance of the 
noise process, and (2) heteroskedastic case where non-
stationary in the mean and variance of the annual 
maximum peak. 

Consider that the annual maximum flood Qt in year t 
arises from a lognormal distribution. This corresponds 
to a model: 

( ))t(),t(Ny ytt σμ≈  (14) 

where )Qlog(y tt = , ytμ and ytσ are the mean and 
the variance of year t. 

The parameters of the distribution, for the ho-
moskedastic case, are assumed to vary as: 



 

 

t22t11yt xCxC +=μ  (15a) 

Cyt =σ  (15b) 
where C is a constant variance, C1 and C2 are coeffi-
cients and x1 and x2 are two climate predictors. 

Similarly, the corresponding parameters for 
the heteroskedastic case are: 

t22t11yt xCxC +=μ  (16a) 

ytvyt C μ=σ  (16b) 
where Cv is a constant coefficient of variation. 

The two predictors are modeled as periodic modes 
with different frequencies ω1 and ω 2: 

)tsin( ax 11t1 φ+ω=  (17) 

)tsin( bx 22t2 φ+ω=  (18) 
where φ1 and φ2 are the phase angles, and a and b are the 
amplitudes of two climate signals. For this study, 
a=1.352, b=1.743,  φ1=180,  φ2 =0, T1=5, ω1=(2*π/T1), 
T2=18, ω2=(2*π/T2), C1=1.352, C2=-0.678, C=2 and 
Cv=0.12. 

Using these parameters, we generate 1000 realiza-
tions of Qt, x1t, and x2t with record length of 100 years. 
Then using the proposed nonparametric approach, we 
obtain cross-validated estimates of the pth quantile 

 that correspond to each year. The data are log 
transformed before application. 

tpt ]Q̂[ −

The cross-validated Bias and Root mean 
square error (RMSE) averaged over the 1000 realiza-
tions are computed at each time t: 
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4.2. Results 
The cross-validated performances for homoske-

dastic and heteroskedastic cases, in terms of Bias and 
RMSE, are illustrated in Figures 1 and 2, for the 20 year 
flood (p=0.95). Furthermore, the Bias and RMSE that 
are averaged over 1000 realizations from the proposed 
method are shown and compared with ones from 
Quantile Regression method and Local Likelihood 
method taken from Sankarasubramanian and Lall 
(2003) in Table 1. 

 

 
Fig. 1 (a) Bias(Q0.95t) and (b) RMSE(Q0.95t) from 
leave one out cross validation for homoskedastic 
synthetic model. 

 
Fig. 2 Same as Figure 1 but for heteroskedastic 
synthetic model. 

 
As expected, in homoskedastic case, the higher 

absolute bias of local likelihood and local polynomial 
likelihood are apparent at points of high curvature in 
the target function. The bias of quantile regression is 
purely due to sampling (Buchinsky, 1995). Conse-
quently, local polynomial likelihood performs worse on 



 

 

RMSE but surprisingly, local likelihood performs bet-
ter than quantile regression on RMSE (Sankarasubra-
manian and Lall, 2003). For heteroskedastic case, local 
likelihood and local polynomial likelihood have better 
performance than quantile regression in terms of both 
bias and RMSE. However, local polynomial likelihood 
provides much low RMSE.   
 
Table 1. The average Bias and RMSE relative to the population 
conditional quantiles across 100 years. 

Homoskedastic Heteroskedastic Method 

Bias RMSE Bias RMSE 

Quantile Regression 0.010 0.348 -0.120 0.679 

Local Likelihood -0.030 0.214 0.034 0.635 

Local Polynomial 

Likelihood 

-0.039 0.377 0.041 0.166 

 
Therefore, considering both Bias and RMSE, it can 

be concluded that Local Polynomial Likelihood per-
forms better than the others, especially, in the het-
eroskedastic case that often happens in the nature. Fur-
thermore, the proposed fully nonparametric approach 
provides a flexible and general framework in being able 
to capture a wide range of tail behavior. 
 
5. APPLICATION 
(1) Study Area 

The proposed nonparametric approach is also 
applied to data from three gauging stations whose 
flood flows have rather strong correlation with the 
climate indices i.e. ENSO and PDO. Two stations are 
in the western US and one is in New Zealand.  

The first flood data set is from the gage at Clark 
Fork River below Missoula, Montana (USGS Station 
No: 12353000) with the drainage area of 9,003 mi2. 
The annual flood data are available from 1930-2000. 
According the USGS standards, the record flows are 
considered as minimally affected by upstream ac-
tivities, diversions and human influence. The winter 
(January-February-March-April) average of the 
NINO3 and PDO indices are used as the predictors of 
the flood flows (see Figure 3). The correlations; 
ρ(Q,NINO3) and ρ(Q,PDO) are -0.37 and -0.39 re-
spectively. Note that this data set is the same data set 
used by Sankarasubramanian and Lall (2003) and we 
use it because we can easily compare the perform-
ance of our proposed approach with those of two 
approaches in their study.  

 
The second flood data set is from the gage at 

Umpqua River near Elkton, Oregon (USGS Station 

No: 14321000) with the drainage area of 3,683 mi2. 
The annual flood data are available from 1908-2004. 
The records are considered as minimally affected by 
upstream activities, diversions and human influence 
as well. The correlations; ρ(Q,NINO3) and 
ρ(Q,PDO) are -0.26 and -0.30 respectively. 

 
Fig. 3 (a) Winter average (Jan-Feb-Mar-Apr) of the 
NINO3 and PDO indices, (b) Observed annual 
maximum peak at Clark Fork River below Missoula, 
MT.  

 
(2) Conditional Flood Quantile Estimation 

Local Polynomial Likelihood is applied to the 
log transformed flows at various stations stated in 
6.5.1 for estimating cross-validated conditional flood 
quantiles for p=0.1, 0.5 and 0.9. For comparison, 
estimations of the corresponding unconditional flood 
quantile using Local Polynomial technique (Apipat-
tanavis et al., 2008) are performed. Figure 4 shows 
the results from the two stations. The conditional 
PDFs for high and low years for various sites are also 
shown in Figure 5. 

 
(3) Reconstruction of Flood Records 

For illustrate the potential for forecasting flood 
risk, Local polynomial likelihood method with 
NINO3 and PDO are used for reconstructing the 
conditional flood quantiles for 1900-1929, a period 
prior to the earliest year of record at the Clark Fork 
River site. Annual maximum peak data from two 
nearby sites on the Clark Fork River is available for 
part of the prior period for a pseudovalidation. The 
correlation between the annual maximum peak at 
Clark Fork River below Missoula, MT (study site) 



 

 

and the annual maximum peak at Clark Fork River 
near Plains, MT (USGS 12389000) is 0.986 over the 
1930-2000. Similarly, the correlation between the 
annual maximum peaks at study site and the annual 
maximum peak at Clark Fork River at St. Regis, MT 
(USGS 12354500) is 0.911 for observed peaks dur-
ing 1930-2000. The conditional flood quantiles re-
constructed at the study site for the 1900-1929 period 
are shown in Figure 4(b), and their correlation with 
the two sites that have data for part of the period is 
provided in Table 2. The correlations resulted from 
local likelihood method are also shown in Table 2. It 
can be seen that the local polynomial likelihood 
provides a relatively higher correlation. 

 

 
Figure 4. (a) Cross-validated conditional flood quantile es-
timates for the Clark Fork River, (b) Reconstructed condi-
tional flood quantiles for period prior record for 1900-1929. 
(c) Cross-validated conditional flood quantile estimates for 
the Umpqua River, OR, 

Table 2. Correlation of reconstructed flood quantiles with the 
observed annual maximum peak at nearby sites on the Clark Fork 

River 

Methods Station 12389000 Station 12354500 

 ρQ,Qp1 ρQ,Qp2

 p=0.1 p=0.5 p=0.9 p=0.

1 

p=0.

5 

p=0.9 

Local likelihood 0.64 0.54 0.33 0.53 0.48 0.37 

Local polyno-

mial likelihood 

0.76 0.79 0.79 0.63 0.66 0.67 

 

 
Fig. 5. Conditional PDF of high and low flow 
years for (a) Clark Fork River, (b) Umpqua 
River. 

 
6. CONCLUSION 

Local polynomial likelihood function performs 
well in estimating joint probability density function 
of annual maximum floods and predictors (e.g. 
ENSO, PDO, etc.), and joint probability density 
function of the predictors. Then, conditional prob-
ability density function and those joint probability 
functions are together used for calculation of condi-
tional flood quantiles. Requiring no prior assumption 
of distribution function, the proposed nonparametric 
approach has advantage over the parametric and 
semiparametric approaches such as quantile regres-
sion and local likelihood respectively, on providing a 
flexible and general framework that being able to 
capture a wider range of tail behavior 

The local polynomial estimation of the conditional 
density function was shown to be an effective com-
petitor for the estimation of flood frequencies in the 
presence of nonstationarity. The applications provided 
here focused on  the use of climate indices derived for 
representing known low frequency hydroclimatic 
variations. However, if appropriate atmospheric circu-
lation indices can be identified for floods at a given site, 
then a projection of changing flood frequency can be 



 

 

developed even for the case where scenarios using 
ocean-atmosphere General Circulation Models (GCMs) 
are developed for CO2 or other forcings. 
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Padang City is located in the high seismicity region of west ern Sumatra and oft en affected by such a 
massive earthquake. Earthquake damages are governed by the intensity of ground motion. The intensity of 
ground motion is dependent on the magnitude of the event, the source distance and the site amplification. In 
the present study we have investigated the ch aracteristics o f th e site am plification in  Pad ang City. A 
technique by use of m icrotremor have been widely used in recent years. In this study, m icrotremor at 62 
sites in Padang City was measured. The two horizontal and vertical components of the microtremor were 
recorded at all 62 si tes and array  observations with 4 stations were performed for 11 si tes of them. Two 
analyses were conducted using the recorded microtremor. First the Horizontal to Vertical Spectrum Ratios 
(HVSR) were computed for all sites. The results suggest that the thick alluvium is situated in the coastal 
area and its depth is decreasing from the coastal area to the mountain side. Second the dispersion curves of 
Rayleigh wave for array  observat ion si te were obt ained by using th e Sp atial Au tocorrelation (SPAC) 
Method. Then the inversion analysis was conducted to estimate the shear wave velocity profiles of the sites 
for at most 100m depth from the ground surface.  

 
   Key Words : Padang, seismicity, microtremor, array observation, Rayleigh wave, dispersion curve 

 
 
1. INTRODUCTION 
 

Padang City  is located in the high seism icity re-
gion along the western coast of Sum atra. It was 
known that there was the seismic gap off the coast of 
Padang and the occurrence of the inter plate earth-
quake with magnitude greater than 8.0 was ex-
pected(Aydan 2008). Although Padang was struck by 
the m assive earthquake with Mw 7.6 on 30 Sep-
tember 2009 and resulted in more than 1,000 casual-
ties, this event was intra-plate ty pe and one can say  
that the next inter-plate ty pe earthquake is still ex-

pected. To reduce dam ages caused by  the next de-
structive earthquake, the earthquake disaster m itiga-
tion program is needed. To develop the earthquake 
disaster mitigation program, prediction of earthquake 
ground motion distribution is essential information.  

The intensity of ground motion is governed by not 
only magnitude of the event and the source distance 
but also the site am plification. To estim ate the site 
amplification precisely, the subsurface structure un-
der the region needs to be known. However the 
borehole testing technique provide the proper in-
formation of the subsurface structure, it is costly and 



 

 

time-consuming. Therefore it is hardly  possible to 
ensure numbers of borehole testing site enough es-
pecially in developing countries. In general, tech-
niques by the use of m icrotremor measurement for 
estimating site amplification characteristics are con-
sidered easier and more cost-effective rather than the 
borehole testing methods.  

Two m ethodologies are well known for investi-
gating site am plification characteristics by  using 
microtremor measurement. The first one is a tech-
nique using Horizontal to Vertical Spectrum Ratio 
(HVSR). Two orthogonal horizontal components and 
vertical component of microtremor are recorded at a 
site simultaneously and the spectrum  ratio of the 
horizontal component to the vertical com ponent is 
computed. It is known that a peak period of HVSR is 
approximately equal to dominant site period. On the 
other hands, the second technique is based on the 
dispersion characteristics of Ray leigh wave. The 
phase velocity of Ray leigh wave disperse and its 
characteristics reflects the soil at the site. The plot of 
phase velocity against frequency is called dispersion 
curve. One can draw a dispersion curve theoretically 
by using Haskell’s m atrix (Haskell, 1953) if soil 
profile is given. The soil profile at the site can be 
determined by  finding a soil profile m odel which 
provides same characteristics of dispersion of Ray-
leigh wave by  com paring to the observed one. To 
obtain a dispersion curve of Ray leigh wave, m i-
crotremor observation using an array  of sensors is 
carried out. A dispersion characteristics of Rayleigh 
wave can be extracted from  m icrotremor array  re-
cords by using SPAC method (Aki, 1957).  
 
 
2. GEOGRAPHY AND GEOLOGY  
 

As described in the previous section, Padang City 
is located in the m iddle western coastal area of Su-
matra Island. The Indo-Australia plate is subducting 
under the Eurasian plate at the offshore of the west-
ern Sumatra and earthquakes take place frequently in 
this region. Since 2000, Padang City  has been af-
fected by the 2000 Bengkulu earthquake, the 2004 
great Sum atra earthquake, the 2005 great Nias 
earthquake and the 2007 Bengkulu earthquake.  

The main part of Padang City  is situated on the 
alluvium plain between the Indian Ocean and the 
mountains. The most part of the mountainous area is 
formed by Tertiary sediment rock and the outcrop of 
metamorphic rock is seen in som e places. The allu-
vium plain spreads along the mountains with 10km in 
the east-west direction and 20km  in the north-south 
direction. The topography  around Padang City  is 

shown in Fig. 1.  
The rivers from the mountainous region reach the 

Indian Ocean after snaking several tim es and have 
formed the fens and deltas. Sm all villages are scat-
tered in the m ountainous region and m oderate m a-
sonry house with single storey  is ty pical in these 
villages. The dense populated zone is located in the 
flat area near the coast and m odern sty le buildings 
with multiple stories are seen. 

 
 
Fig. 1 Topography of Padang City . The single station site and 

array site are indicated by a circle and a triangle respec-
tively. 

 
 
3. MICROTREMOR MEASUREMENT  
 

The microtremor surveys with single station were 
carried out on November 2008, September 2009 and 
November 2009 at 50 loca tions covering Padang 
City. The locations are plotted in Fig. 2. The m i-
crotremor was measured by using GPL-6A3P sensor 
and the two horizontal(NS and EW) and the verti-
cal(UD) com ponents were recorded sim ultaneously 
for 10 m inutes with 100Hz sam pling frequency. In 
addition, the array  observation with 4 stations were 
conducted at 11 sites on Septem ber and Novem ber 
2009. Four sets of GPL-6A3P were used and three of 
them were arranged circularly and the other one was 
set at the center of the array . The radius of the array  
was varies from 1m to 30m depending on the situa-
tion of the site. The location of the array observation 
site is shown as a triangle in Fig. 2. 
 
 



 

 

 
 
 
4. PEAK PERIOD DISTRIBUTION OF H/V 

 
For each site, the tim e-series of the record is di-

vided into at 5 to 10 intervals avoiding the infection 
of the strong noises caused by  traffics et al. The 
Parzen type window with 0.1-0.4Hz width was ap-
plied to the Fourier amplitude spectra of each interval 
for the purpose of sm oothing the signal. Then the 
HVSR of the individual interval was computed by 
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Fig.2 Locations of microtremor measurements. Circles and 
triangles indicate s ingle s tation m easurement sites 
and array observation sites respectively. Colors show 
the ty pe of HVSR(red:ty pe a, blue:ty pe b, green: 
type c, and yellow: type d). The description of HVSR 
types are given in the main text. 

where FNSi(ω), FEWi(ω) and FUDi(ω) denote the Fou-
rier amplitude of the NS, EW and UD components of 
each interval respectively  while ω is the frequency . 
Then the HVSR for each observation site was ob-
tained by averaging of the HVSRi for all intervals. 

The HVSRs were computed for 62 sites including 
11 array observation sites. The HVSRs were classi-
fied into 4 types; (a) HVSR which shows a clear peak 
in the long period range(greater than 1.0s), (b) HVSR 
which has two peaks, (c) HVSR which has a clear 
peak in the short period range(smaller than 1.0s) and 
(d) HVSR which has no apparent peak.  

The examples of these ty pes are shown in Fig. 3 
and the type of each site is shown in Fig. 2. 

The distribution of the HVSR' s peak period is 
shown in Fig. 4. To draw this figure, the Ordinary  



 

 

Kriging technique was used for intepolation. In the 
case of type (b) spectrum, the longer peak period was 
taken. For the type (d), the peak period was assigned 
0.1s. The HVSR of the coastal area have their peaks 
at 2.0s to 2.5s, whereas that of the m ountainous area 
shows smaller peak period. This indicates that the 
sedimentary layer becomes thicker from  m ountain 
side to the coast. 
 

  
                    Type (a)                                      Type (b) 
 

  
                   Type (c)                                       Type (d) 
 

Fig. 3 Four types of the measured HVSR 
 
 

 
 
Fig. 4 The distribution of the peak HVSR period. The altitude is 

 also displayed by the solid contour lines. 
 
 
 
5. S-WAVE VELOCITY PROFILE 

 
The dispersion curves of Ray leigh wave were ob-

tained for 11 array  observation sites by  using the 
SPAC method and shown in Fig. 5. By  conducting 
the inversion analy sis using these observed disper-
sion curves, the soil profiles for the 11 array  obser-
vation sites were estimated. In the inversion analysis, 
Particle Swarm  Optim ization (PSO) algorithm was 
adopted. The PSO is a solver for non-linear optimi-
zation problem (Keneddy & Eberhart, 1995).  

 

  
(a) site GVO 

 
(b) site SMO 

 
Fig. 5 Disppersion curves of Rayleigh wave. The red lines are 

corresponding to the observed curve. The green lines are 
obtained from the soil profile models identified by the 
inversion analysis. 

 
 
Before performing the inversion analysis, the sub-

surface structure was assum ed to consist of hori-
zontal lay ers of elastic and homogeneous mediums 
upon a sem i-infinite elastic body . The shear wave 
velocity and thickness of each lay er are the parame-
ters which were determined by the inversion analysis. 
The theoretical dispersion curves of Ray leigh wave 
were com puted for the obtained soil profiles and 
shown as the green solid lines in Fig. 5. As shown in 
Fig. 5, both dispersion curves showed good agree-
ment each other. 

The estimated shear wave profiles are summarized 



 

 

in Fig. 6. The depth of the engineering base which 
defined as the soil layer with the shear wave velocity 
greater than 400ms/ is depicted as broken lines in Fig. 
6.  

 
For estimating the site amplification of earthquake 

ground motion, the m icrotremor observation was 
performed at 62 sites in Padang City . The m easure-
ments for the analysis of HVSR were done at all sites 
whereas the array  observations for obtaining the 
dispersion curves of Rayleigh wave were perform ed 
at 11 of 62 sites.  

In the coastal area (GVO, APT, FTB and UNP), 
the depth of the engineering base is estim ated ap-
proximately 100m  to 180m  although it becomes 
shallow in the southern part of the area(FLD and 
CTS).  The HVSRs for the coastal area show the clear 

peaks at 2.0 to 2.5 seconds. On the other hand no 
clear peak is recognized in the HVSR for the m oun-
tainous area. In the interm ediate area between the 
coastal and the m ountain area, the HVSR has a 
dominant period at around 0.6 to 1.5 seconds whereas 
some sites show two peaks of the HVSR. These re-
sults suggest that the thick alluvium is situated in the 
coastal area of Padang City and its depth is decreas-
ing from the coastal area to the mountain side.  

As mentioned in the previous section, the HVSR 
for GVO has the perk at around 2.0. However, ac-
cording to the quarter wavelength theory , it is esti-
mated around 0.40s and 0.67s with 250m /s and 
150m/s shear wave velocity  respectively . This sug-
gest that the peak of HVSR for GVO is governed by 
the deeper soil structure. Sim ilar discussion can be 
made for all other site in the coastal area.  
 

The inversion analy sis using the dispersion curve 
of Ray leigh wave showed that the shear wave ve-
locity profiles of the array  observation sites for at 
most 100m depth from the ground surface. However 
the peak period of the HVSR with 2.0 to 2.5 seconds 
cannot be reproduce by  the estim ated profiles. 
Therefore additional investigations for the deeper 
S-wave velocity structure estimation are required. 
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Fig. 6 Obtained subsurface structures at array observation sites. 
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ABSTRACT 
Indonesian a rchipelago i s l ocated o n t he b oundaries o f t he t hree m ajor tectonic 

plates-India-Australian, Pacific, and Eurasian plates which extend from Sumatra in the west to Papua Island 
in the east. Thus it is  a major source of subduction-related seismicity. Therefore tsunami and earthquake 
hazards are prone to occur. Based on complied data during the period 1779-2010, 48,000 earthquake events 
exceeding M4 had occurred in Indonesia. Since the earthquake data are available in various magnitudes 
scale, we converted all scales into moment magnitude. By using the catalogs compiled, we constructed area 
earthquake source model and estimated the frequency-magnitude relationship. From recorded data by ac-
celerometers installed at four stations in Padang, we plotted observed data on the several existing attenua-
tion equations and selected a suitable attenuation relationship for Indonesia. We calculated the peak ground 
acceleration at 2%, 5% and 10% probability of exceedance in 50 years for rock condition.  We compared 
obtained ground motion acceleration probability with existing ones and discussed.   

 

    Key Words: seismic hazard, earthquake, faults, source zone, areal model 
 
 
1. INTRODUCTION 
 

Indonesia i s an a rchipelago located in Southeast 
Asia. I ndonesia ha s a pproximately 17 ,504 i slands 
with a total land area of 1,922,570 km2 and 3,257,483 
km2 waters. Why does Indonesia often experience the 
earthquakes? Seen geographically, Indonesia is at the 
collision point of three crustal plates are the Eurasian 
Plate, the Pacific and Indian-Australian plate which 
stretches from Sumatra in the west to Papua in the 
east of the island (Figure 1). Thus it is a major source 
of s ubduction-related sei smicity. A ccording t o cat-
alog, the number of  earthquakes considered in this 
study is the amount of 48,000 events with magnitude 

> 4.0. The data obtained is from year 1779 t o year 
2010, how ever, we onl y c onsidered e arthquake 
events f rom 1973 t o 2010 for the calculation of  an 
annual average number, be cause t he num ber of 
seismic events in 1779-1973 is around 169 events, it 
represents onl y 0.35%  of  t he total incidence of 
earthquakes. We o btained an  av erage of 1,292 
events/years. Most of  t he historical major earth-
quakes in Indonesia caused great damage to facilities 
as r eported by  U tsu (1992)1), F auzi ( 1999)2) and 
EERI (2010)3). In Figure 2, many large earthquakes 
in the shallow areas could produce a l arge tsunami 
like Aceh tsunami in 2004 which killed hundreds of 
thousands of people. In  
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this s tudy, Indonesian r egion i s c lustered into t wo 
regions, w est a nd east. The western islands cover 
Sumatera and Java, on the other hand eastern covers  
Bali, Flores, Timor, Ambon, Sulawesi and Papua. 

In western Indonesia ( i,e. J ava a nd S umatra), 
Sumatra subduction zone i s formed by the subduc-
tion of  t he Indo-Australian p late beneath t he Eura-
sian plate at a rate of about 67 mm per year  and this 
is the main source of subduction-related seismicity4). 
A few giant earthquakes occur in this territory before 
like i n 1779 ( Mw 8.4) , 1833 ( Mw 9.2) , 1861 
(Mw8.3), in 2004 t he l argest (Mw 9.2) , 2007 ( Mw 
7.9) and the last incident occurred on 30 September 
2009 (Mw 7.6) at 5.15 pm, it located -0.81 latitude, 
99.65 l ongitude and de pth of  80k m. I t pr oduced a  
large shaking and severe d amage to t he r egion of 
Padang a nd P adang P ariaman. The l ocation of  Pa-
dang earthquake was at depth of about 80 km within 
the ocean slab of the Indo-Australian p late, and its 
epicenter was a bout 60km offshore fro m Padang. 
This earthquake was similar to intra-slab earthquake 
at intermediate depth with comparable magnitude, it 
did not generate a t sunami o f si gnificance. T his 
earthquake caused 1 ,124 deaths, 1 ,214 severely in-
jured, 1 ,688 m inor i njured, 3 pe ople missing and 
significant damage to houses about 114,797 houses  
severe damaged, 67,198 houses moderate damaged, 
67,837  minor damaged, Others 4,000 buildings and 
93 schools i n P adang c ity were damaged. Padang 
was sustained d amage mostly t o bui lding. H igher 
number of  causalities would happened if the earth-
quake struck earlier time when the school, office and 
others activities were in session. 
  The o blique co nvergence al so results in la teral 

displacement along the S umatera f ault. This f ault 
also generates large destructive earthquakes such as 
in 1892, 1943, 2007, Mw 7.1, 7.6, 6.4 r espectively. 
These faults are capable of generating future strong 
ground motion that can affects to vulnerable st ruc-
tures. According t o the catalogs, the tectonic of 
Sumatera produces a v ery h igh an nual r ate o f 
earthquakes and many of the major earthquakes oc-
curred in s hallow r egion un der t he sea ( Figure 2) . 
Those ear thquakes cau se large t sunami su ch as i n 
1833 a nd 2004  in east ern of  Indonesia. Based p ri-
marily on r ecord f rom 1608 t o 1877 , eastern Indo-
nesia e xperienced over 30 significant earthquake 
events a nd 35 T sunamis 5). Probabilistic Seismic 

Hazard Anal 
 
ysis (PSHA) aims to quantify the uncertainties and 
combine them to produce an explicit description of 
the distribution of future shaking that may occur at  
a site. We considered all possible earthquake events 
and estimate ground motions, along with their asso-
ciated probabilities of occurrence. In order to assess 
the risk of structures due to earthquake shaking, we 
determine t he a nnual pr obability ( or r ate) of ex-
ceedance for some level of earthquake shaking at site. 
In t his hazard assessment, we u se t he so urce mod-
eling applied for the GSHAP map by compiling up-
dated earthquake catalog. We here are interested in 
all earthquake sources capable o f p roducing d a-
maging g round m otion a t a  s ite. I n t his study w e 
consider magnitude larger than 4.0 in moment mag-
nitude scale, and a dopt new m odel su ch as ar ea 
source because earthquake events m ay o ccur an y-
where. For accelerometer r ecords we compared at-
tenuation equation an d sel ected a su itable one for 
Indonesia. In addition, we c alculated t he s eismic 
hazard for peak ground acceleration (PGA) with 1%, 
5% and 10% probabilities of exceedance in 50 years.  
 
2. PROBABILISTIC SEISMIC HAZARD 

ANALYSIS 
 (1) Earthquake catalog 

Estimation o f f uture sei smicity i s based on the 
rate o f p ast ear thquake as d etermined from ear th-
quake catalog. In this study, we compile a new cat-
alog of  i nstrumentally r ecorded by combining sev-
eral sources such as U SGS cat alog, I SC catalog 
(various bulletin of the International Seismological), 
BMKG (Indonesia Meteorology ag ency) an d Tsu-
nami catalog and zone in Indonesia6), we construct a 
new catalog by eliminating overlap according to both 
automatic and m anual pr ocedures t hat i ncorporate 
our judgment. Since the earthquake data have been 
reported in di fferent magnitude a nd i ntensity scal e 
by s ource cat alogs, al l d ata co nverted to moment 
magnitude7). Here we are interested in all earthquake 
source capable of  producing damaging ground mo-
tions at  si te. These sources could be fault and sub-
duction zone, w hich ar e t ypically p lanar su rface 
indentified through various means such as o bserva-
tion of past earthquake location and geological evi-
dence. If individual faults are not identifiable,     
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Fig.1 Tectonic and Plate boundaries. Large arrows indicate the direction of plate motion  

 

Legend:  
   0 -100km 
   100-300km 
   >300km 

   Fig.2 Seismicity map of Indonesia region, Mw>4 . Data from USGS, ISC, Hamzah &  Puspito, BMKG, the period 1779 –  

               2010    
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then earthquake sources may be described by areal 
region in which earthquake may occur any where8). 
For the accelerometer data the Engineer w ithout 
Border Japan (EWBJ) was installed three accelero-
meters at 3 points in Padang city; government office, 
sub-district o ffice and A ndalas uni versity, a bout 
500m, 6km an d 8 km f rom seaside respectively as 
shown in Fig. 3. These accelerometers were installed 
from the year of 2008 
 

 
 
 
 
 
 
 
 
 
 
(2) Source Zones 
   In this study, we determine the earthquake sources 
described by ar eal r egion i n w hich ear thquake o c-
curred within radius 150 km f rom a  site. Indonesia 
located 95.E 145E and -9N 6N. The area divided into 
1,400 meshes as showed in Figure 4. For each area, 
we calculated frequency-magnitude relationship, and 
determined an ear thquake so urce cap able of pro-
ducing damaging ground motions at site. Probabilis-
tic sei smic hazard analysis was car ried out and e s-
timated th e to tal p robabilistic s eismic h azard to a  
site.  

 
(3) Identify Earthquake Magnitudes 
   Tectonic faults ar e cap able o f p roducing ear th-
quakes of various size (i.e., magnitude). The distri- 
bution of these earthquakes size in region generally 
follows a particular distribution 9), given as follow  

 
logγm = a-bm          

 
Where Log λm is the rate of earthquake with  a value  
magnitude greater than m, and a and b are constants. 
Eq.(1) is estimated using statistical analysis of his- 

 
torical observation, with additional constraining  
data provided by other types of geological evidence 
indicate the overall rate of ear thquake i n a r egion, 
and b value indicates the relative ratio of  
small and l arge magnitude (typical b value ar e a p-
proximately equal to 1 
 

 
 

 
 
 
3. GROUND MOTION INTENSITY 
 
   The magnitude of g round m otion a t v arying di s-
tance from the above ear thquake so urce i s d eter-
mined from the comparison of several attenuations 
proposed by  Fukushima ( 1999)10), Y oung ( 1997)11) 
and Megawati (2008)12). As no attenuation equation 
is cu rrency ex isting in I ndonesia, w e pl otted t he 
recorded data of an observation site, and selected an 
appropriate attenuation (figure 5 and 6 ). F rom the 
comparison, we adopted Fukushima’s attenuation as 
a su itable equation and ap plied to seismic hazard 
analysis.  
 
  logA=0.41*Mw–log(R+0.032*10^0.41Mw)  

            -0.0034R+1.3                                      (2) 
  Std = 0.21 
 
Where logA is peak g round accel eration; Mw  is 
moment magnitude; R is close distance to epicenter; 
and std is standard deviation. To estimate peak ho-
rizontal accel erations at site for ro ck and soft soil,  
the result from equation 2 multiplied by 0.60 and 1.4 
respectively. 

Fig.4 Indonesia area analyzed and two red  Circles are   
          two samples of source  zone with 150km radius for  
         Padang  city and Band Aceh 

Fig.3 Accelerometer stations at Padang city 

 

 (1) 
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4. TOTAL HAZARD CURVE  

   
     The schematically i llustrated a ttenuation model 
of probabilistic a pproach t o e stimating ear thquake 
ground motion hazard, it shown in Figure 7 . The 
seismic hazard H (A) is defined as the annual occur 
rence rate of earthquake that produces a ground mo 
tion exceeding a given level at a specific site, base on 
Cornel (1968)13) and McGuire (1976)14) the overall 
hazard in composed of the respective contribution Hi 
(A) from each source zones i out of the set of zone I. 
we will first consider one intermediate calculation as 
we build toward a PSHA equation that consider multi 
sources. Annual occurrence rate equation of Kramer 
(1996)15).Where the range of possible Mi and Ri have 
been discretized into nM and nR interval, respectively, 
using the discretization  
technique. 
 

 
 
 
 

 
 

 

 
     
              sources                                 nM nR  

 λm(IM>x)=∑ λm(Mi>mmin)∑ ∑ P(IM>x|mj,rk) 
                        i=1                        j=1 k=1 
         *P(Mi=mj)P(Rj=rk)                                 (3) 
      
where λm (IM>x) is the annual earthquake occurrence 
rate of which peak value exceeds a given level, x; λ 
(Mi >mmin) is the rate of earthquake with magnitude 
greater than m, P(IM>x|mj,rk) is the  probability of  
occurrence of the associated magnitude and distance; 
P(Mi = mj) is the p robability a ssociated w ith all 
magnitude between mj and mj +1 to the discrete value 
mj; P(Rj=rk) is the probability of  occurrence of  the 
associated distance. 
    
5. CONCLUSION 
  
    From the comparison of proposed ha zard m ap 
(Figure 7) and existing ha zard map (Figure 8) , the 
result of this s tudy shows that the ground peak ac-
celeration of 475 years at every site is higher about 
30% t hrough 55%  c ompared with existing seismic 
hazard of Indonesia. Differences of the values might 
be mainly caused by the number of data collected, in 
which many ear thquakes w ith magnitude g reater 
than 6 occurred after 2002 are included and it might 
be difference on attenuation law. 
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Fig. 5 Comparison of attenuation relation for subduction  
           zone and rock condition   Mw=4.3 

 

Fig. 6 Comparison of attenuation relation for subduction zone  
           and rock condition Mw=6.1 

 



                                                   

2010 AIT-KU JOINT SYMPOSIUM ON HUMAN SECURITY ENGINEERING 

                                                        Bangkok, Thailand,  November 25-26, 2010 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Legend : 
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 Fig.7 The result of Seismic hazard of Indonesia return period 475 years for rock  

         

 

 
 Fig.8 Copy of the existing Seismic hazard of Indonesia returns period 475 years for rock, made in 2002  
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 Fig.11 Copy of the Seismic hazard of Indonesia return period 475 years for rock  
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